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Introduction01

By Isabel Linzer AI avatars delivered independent news about Venezuela’s 
contested election, allowing journalists to protect their 
identity and avoid politically motivated arrest.1 Voters in the 
United Kingdom could cast their ballots for an AI avatar to hold 
a seat in Parliament.2 A deepfake video showed United States 
President Joe Biden threatening to impose sanctions on South 
Africa if the incumbent African National Congress won.3

These are a few of the hundreds of ways generative AI was 
used during elections in 2024, a year that was touted as “the 
year of elections” and described as the moment in which newly 
widespread AI tools could do lasting damage to human rights and 
democracy worldwide. Though technology and security experts 
have described deepfakes as a threat to elections since at least 
the mid to late 2010s,4 the concentrated attention in 2024 was a 
reaction to the AI boom in the preceding year. In September 2023, 
a leading parliamentary candidate in Slovakia lost after a fake audio 
smearing him was released two days before the election, prompting 
speculation that the deepfake had changed the election results.5 At 
the beginning of the year, OpenAI’s ChatGPT set a record as the 
“fastest-growing consumer application in history.”6 

http://cdt.org/elections
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Though 2024 ended with debates over the extent to which the 
risks AI posed to elections were overstated, in one way the 
consequences were clear: the technology changed the way 
stakeholders around the world did their work. Governments from 
Brazil to the Philippines passed new laws and regulations to govern 
the use of generative AI in elections.7 The European Commission 
published guidelines for how large companies should protect the 
information environment ahead of the June 2024 elections, including 
by labeling AI-generated content.8 US election administrators 
adopted new communication tactics that were tailored to an AI-
infused information environment.9

Political campaigns and candidates adopted AI tools to create 
advertisements and help with voter outreach.10 Candidates 
in Indonesia paid for a service that used ChatGPT to write 
speeches and develop campaign strategies.11 In India, candidates 
used deepfake audio and video of themselves to enable more 
personalized outreach to voters.12 Germany’s far right AfD party ran 
anti-immigrant ads on Meta platforms, some of which incorporated 
AI-altered images.13

Social media platforms and AI developers implemented some 
election integrity programs, despite recent cuts to trust and safety 
teams.14 Twenty-seven technology companies signed the AI 
Elections Accord, a one-year commitment to addressing “deceptive 
AI election content” through improved detection, provenance, and 
other efforts.15 Google restricted the Gemini chatbot’s responses to 
election-related queries,16 and OpenAI announced that ChatGPT 
would redirect users to external sources when users asked about 
voting ahead of certain elections.17 Google and Jigsaw worked with 
media, civil society, and government partners on public media 
literacy ahead of the European Union elections, including about 
generative AI.18 

In anticipation of AI tools accelerating or increasing threats to the 
information environment, civic space actors changed their work, 
too. This report looks at their contributions to a resilient information 
environment during the 2024 electoral periods through three case 
studies: (I) fact-checking collectives in Mexico, (II) decentralization 
and coordination among civil society in Taiwan, and (III) AI 
incident tracking projects by media, academics, and civil society 
organizations. 
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The case studies highlight a range of approaches to building 
resilient information environments. They show the ways artificial 
intelligence complicates that work, as well as how it can be used 
to support resilience building efforts. The mix of approaches — 
from fact-checking bots on WhatsApp to cataloging hundreds of 
deepfakes — tap into information resilience from different angles.

The Mexico case study focuses on the development and tactics 
of fact-checking collectives, especially in the context of a hostile 
media environment. The case study also considers the role of AI-
generated content in the 2024 election and how WhatsApp and AI 
are used in fact-checking work.

The Taiwan case study also examines a collaborative but 
decentralized civil society model. Unlike the Mexican case, however, 
Taiwan is subject to a prolific amount of Chinese government-linked 
disinformation campaigns. The case study considers the roles of 
research into influence operations, fact-checking or information 
literacy programming, and government policies to counter 
misinformation. 

The third case study looks at how civil society organizations, 
journalists, and academics tracked the use of generative AI in 
elections throughout 2024, both in the US and globally. Their work 
was an important contribution to the current public understanding 
of how AI was used and offers lessons for improving research and 
policy in the future, including challenges in data collection and how 
to conduct well-balanced research on such a high-profile subject. 
The interviews CDT conducted for this case study also give a 
snapshot of expert thinking on the impact that generative AI had on 
elections in 2024.

Though the case studies span different political contexts and 
types of interventions, common themes emerged. Organizations 
benefited from complementary or collaborative work with peer 
groups. They also used AI to bolster their own work. Civic space 
actors contended with funding and capacity constraints, insufficient 
access to information from companies, difficulty detecting and 
verifying AI-generated content, and the politicization of media 
resilience work, including fact-checking.

http://cdt.org/elections
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Finally, the case studies emphasize that the issue of AI in elections 
is not temporary. Civic space actors have been addressing the risks 
and exploring the opportunities AI presents for years — long before 
the media and policy attention of 2024. These groups will continue 
to be invaluable resources and partners for public and private 
actors in 2025 and beyond. 

And their work will be urgently needed. The end of companies’ 
commitments under the AI Elections Accord and a global political 
environment that is increasingly hostile to work relating to elections, 
fact-checking, and disinformation research mark an absence of 
leadership on the most pressing threats to information resilience.19 
To that end, the report concludes with recommendations for 
how companies and civic space actors can continue to support 
information resilience by fostering collaboration, developing 
company policies, and strengthening transparency and data access.
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I. Introduction
“I have other data (tengo otros datos),” was a frequent refrain from 
former Mexican President Andrés Manuel López Obrador during 
his daily press conference, “La Mañanera.”20 He used it last year 
to refute Univision’s Jorge Ramos when he was confronted by the 
journalist with official government statistics highlighting the failure 
of the “hugs, not bullets” (“abrazos, no balazos”) policy to control 
violence and reduce homicides in Mexico.21 “Other data” became 
the headline of hundreds of journalistic articles during López 
Obrador’s tenure, inspired songs, and was turned into a meme, all 
of which highlighted why fact-checking political leaders is crucial 
regardless of political ideology.22 It also underscored the importance 
of grounding political or public policy debate in reliable information: 
otherwise, opportunistic actors are free to make claims without 
evidence or accountability.

Even before the popularization of generative artificial intelligence, 
social networks and their opaque algorithms shaped the 
information environment. People around the world could share 
information more easily than ever, but often the content that was 
most contentious or provocative spread most widely,23 even as 
companies introduced policies to reduce mis- and disinformation 
on their platforms.
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Fact-checking is a means to building informational resilience, 
protecting elections, and strengthening democracy. Research 
shows that it does not cause people to change their overarching 
beliefs, but can correct an individual’s factual knowledge24 and 
reduce the spread of inaccurate information.25 However, for fact-
checking to have an impact, it needs speed and scale,26 making AI 
and technological innovation crucial strategic allies. 

Generative AI tools in particular present a serious challenge to the 
information environment, but they may also have a role to play in 
strengthening fact-checking efforts, particularly in languages other 
than English, where information gaps are often substantial. This 
case study assesses fact-checking efforts during Mexico’s 2024 
election in light of AI, and discusses the following findings: 

• The use of AI in the 2024 electoral campaign was not 
as extensive or revolutionary as many had predicted. 
However, AI-generated images and audio did impact candidates, 
particularly in local elections. Generative AI tools have the 
potential to create further disruptions in future elections, 
including in 2025 when for the first time the people in Mexico will 
vote for judges and magistrates.27

• WhatsApp creates an opportunity for low-friction, user-
driven fact-checking. Fact-checking initiatives have created 
chatbots on WhatsApp, which is widely used in Mexico, to 
disseminate content and interact with users. The upsides of 
this model are especially notable because fact-checking on 
encrypted platforms requires different strategies than traditional 
methods, such as labeling. 

• Collaboration is a key component of successful fact-
checking in Mexico. Collective efforts allow for increased 
efficiency and better engagement with local communities. Close 
communication between practitioners and developers is crucial 
to efficient deployment of new technology, including AI, in fact-
checking efforts.

• Artificial intelligence can make fact-checking faster and 
more efficient. Fact-checkers in Mexico have used AI for several 
years to alleviate bottlenecks in their work. This is especially 
important because speed is a critical component of effective fact-
checking.
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• English-dominated technology complicates fact-checking. 
Because English is the main language of technological 
development, fact-checking Spanish language deepfakes is more 
difficult, and Spanish-speaking developers have reported that 
they face additional barriers, like the need to re-train models, 
when working on automated fact-checking projects.

II. Country context 
On June 2, 2024, Mexicans went to the polls to elect over 20,000 
public officials, including the president and both chambers of the 
national legislature.28 For the first time in Mexico’s history, the 2024 
presidential elections featured two leading female candidates. 
Claudia Sheinbaum Pardo, former mayor of Mexico City and the 
governing party’s candidate, won the presidency, becoming the 
first woman to hold the office. Sheinbaum secured nearly 60% of 
the presidential vote to defeat Xóchitl Gálvez, a senator and tech 
entrepreneur who represented a coalition of historically divergent 
parties united by their opposition to López Obrador, and Jorge 
Álvarez Máynez, a relatively unknown former federal congressman 
from the Movimiento Ciudadano.29

Social media was an important campaign tool for all of the 
candidates,30 though the Digital Media Observatory (OMD) of the 
Tecnológico de Monterrey found that Sheinbaum was the dominant 
candidate online, based on a review of Facebook, Instagram, 
YouTube, and X data.31 Mexicans increasingly rely on social media 
for news, while the importance of print and television is declining.32

Though the election of Mexico’s first female president was a historic 
marker of social progress, Sheinbaum’s election also promised 
continuity with the populist policies of López Obrador, founder of 
the Morena Party (Partido Morena) and mentor to Sheinbaum, 
who governed from 2018 to 2024. Political analysts and academics 
have described how the López Obrador administration created a 
communication system that includes disinformation as a central 
element.33 “La Mañanera” became institutionalized as the platform 
where, from Monday to Friday, the former president—and now 
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Sheinbaum—could guide the focus of the media and public debate 
in press conferences lasting between one and three hours. López 
Obrador reportedly made over 100,000 false, misleading, and 
unprovable claims during La Mañanera during his first four years 
in office.34 During these events, López Obrador and Sheinbaum not 
only promote the achievements of their administrations, but also 
criticize and even denounce their perceived opponents—including 
journalists, academics, and civil society leaders. 

“The Mexican government over the past six years is very different 
from the one we were fact-checking when we launched [fact-
checking efforts] El Sabueso [in 2015] or during Verificado 2018,” 
said Tania Montalvo, former managing editor at Animal Politico 
and Verificado 2018, and now Programme Manager at the Reuters 
Institute at the University of Oxford.35 “The level of propaganda in 
Mexico is on par with Bukelismo in El Salvador.” 

Daniel Moreno, who founded Animal Político and has faced attacks 
from the government, echoed this sentiment: “We spent six years 
calling the president a liar — with evidence — and yet his party 
won this year with two out of three votes. There wasn’t a single 
Mañanera where Andrés Manuel didn’t lie, but he created a system 
of ‘alternative media or dissemination channels’ to amplify those 
lies and harass anyone who debunked them, and it proved highly 
effective.”36 Pro-government accounts, including a coordinated 
network of YouTube channels, amplify official narratives and other 
pro-government content, though direct links with the government 
have not been established.37 Meanwhile, there is also evidence of 
coordinated online activity and disinformation in opposition to the 
López Obrador government, including during the 2024 election 
period.38

Since López Obrador took office in 2018, polling indicates that trust 
in news has decreased by about 15 percentage points.39 During his 
tenure, López Obrador regularly attacked the media and unaligned 
journalists. Mexican fact-checking organizations and journalists 
have been the target of repeated harassment and threats.40 López 
Obrador came under greater international scrutiny in February 2024 
after doxxing a New York Times journalist who was investigating 
alleged links between López Obrador and drug cartels.41

Case Study: Fact-Checking Institutionalized Disinformation in Mexico   |  13
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According to the Electoral Laboratory’s Report on Political Violence, 
the 2024 elections were the most violent elections in the history 
of Mexico.42 The murders of 13 candidates, 17 pre-candidates and 
11 aspirants were recorded during the electoral process. One of 
the most important ways this has affected the electoral system 

is participation: according to the aforementioned 
report, “in the 17 municipalities where we recorded 
the greatest number of attacks, there was an average 
decrease of 7% in participation compared to the 2018 
election.” 

Freedom House classifies Mexico as “partly free” in its 
global freedom index; other international civil society 
organizations, including Reporters Without Borders 
and the Committee to Protect Journalists, have 

documented violence against journalists in Mexico.43 In November 
2024 the Inter-American Commission on Human Rights’ (IACHR) 
Special Rapporteur for Freedom of Expression of the Organization 
of American States condemned the violent media environment, 
including the murder of at least seven members of the media.1 44 The 
hostility and violence towards the media make accountability efforts 
— including fact-checking — more urgent, more difficult, and more 
dangerous.

III. Fact-checking and 
resilience
Amid a challenging political environment, Mexican fact-checkers 
have built a collaborative international community and continue 
to adapt to technological changes. This section analyzes the 
development of the collective model and considers recent 
approaches related to WhatsApp, AI chatbots, and deepfake audio.

1 The Special Rapporteur expressed deep concern over the murder of at least seven 
media professionals, including journalists Enrique Hernández Avilez, Roberto 
Figueroa, Víctor Morales, Alejandro Martínez Noguez, Mauricio Cruz Solís, and 
Patricia Ramírez González, as well as radio host Martín Antonio Olivier Rodríguez.

The hostility and violence 
towards the media make 
accountability efforts — 

including fact-checking — 
more urgent, more difficult, 

and more dangerous. 
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A. Origins of fact-checking in Mexico 

Fact-checking in Mexico is characterized by collective efforts as 
well as innovative responses to, and uses of, technology. These 
efforts predated López Obrador’s presidency, but rose to 
greater prominence during his time in office. In January 2015, 
the independent digital media outlet Animal Político established El 
Sabueso. It was inspired by Chequeado in Argentina and Politifact 
in the United States, as recalled in separate interviews conducted 
in December 2024 with its founder, Daniel Moreno, and its first 
editor-in-chief, Dulce Ramos. “From the beginning, the initiative 
was characterized by innovation: it personified the fact-checker as 
a dog, used caricatures for ratings, and fully embraced social media 
to disseminate verified content,” explained Ramos.45 El Sabueso 
remains the only Mexican fact-checking initiative certified by the 
International Fact-Checking Network (IFCN)46 and is part of Meta’s 
third-party fact-checking program.47

During the 2018 presidential elections, Mexican fact-checking 
gained national and international prominence with the launch of the 
alliance Verificado 2018 (known on social media as  
@VerificadoMX).48 This initiative involved a team of 90 people, 
including professionals and volunteers, who worked collaboratively 
for four months. This pioneering regional initiative was a 
collaboration between Animal Político, Pop-Up Newsroom, and AJ+ 
Español. The network they set up, which included over 60 media 
outlets, universities, and civil society organizations, republished 
fact-checks in text, video and other formats to reach a wider 
audience. Additionally, the team established a WhatsApp number 
where people could send dubious chain messages and other 
suspicious content and used a hashtag, #QuieroQueVerifiquen 
(#IWantYouToVerify), to be fact-checked.49

“Verificado 2018 was the first initiative to formally establish a high-
quality multimedia journalism desk. We combined formats that 
broke predefined fact-checking models, presenting information in 
an engaging and concise manner, with elements that encouraged 
audience interaction and participation. We didn’t limit ourselves 
to videos; we explored and adapted other formats such as loops, 
graphics, GIFs, WhatsApp statuses, live streams, and social 

Case Study: Fact-Checking Institutionalized Disinformation in Mexico   |  15
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media cards,” recalled Alba Mora, editor of AJ+ Español, in a 2018 
interview.50

“Verificado 2018 positioned itself as the only non-political actor in 
the election, as citizens don’t fully trust electoral bodies and see 
them as aligned with political parties. This was very important 
because it brought the issue of disinformation and fake news 
into public conversations,” said journalist and professor Daniela 
Mendoza in a 2020 interview published by Heinrich Böll Stiftung.51 
Mendoza founded Verificado MX, a separate fact-checking 
organization, in July 2017. Based in Monterrey, the organization 
is staffed entirely by women and focuses on daily fact-checking, 
including statements made by the president during La Mañanera, 
and media literacy.52

Escenario Tlaxcala is another locally focused, small-fact-checking 
initiative. Originally an internet radio platform, it has since 
incorporated fact-checking into its work.53 Like El Sabueso and 
Verificado MX, it is part of the LatamChequea network, which 
currently brings together over 40 fact-checking organizations 
from 21 countries.54 International and domestic fact-checking 
collectives are an opportunity to expand reach and share best 
practices among partners. Members can capitalize on shared 
resources while leveraging their role as trusted local sources to 
reach different audiences. Expansive partnerships are also helpful 
protection in the Mexican context, where critical journalism can be 
dangerous. 

B. Assessing AI audio

According to Arturo Daen, editor of Animal Político’s 
El Sabueso, most election-related disinformation was 
not AI-generated.55 There were some exceptions, 
however, and examples of audio content that were 
potentially generated by AI emerged as an important 
test of fact-checking efforts in Mexico. 

In November 2024, an alleged audio deepfake 
featured Martí Batres, head of government in Mexico 
City, planning to interfere with the race to choose 

Although generative AI 
tools can make deepfakes 

quickly and easily, false and 
misleading content is not 
an AI-specific problem.
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his successor.56 Batres denied the veracity of the audio, but the 
ensuing debate over its origin highlighted the particular challenge 
of verifying audio. “We analysed the material and different tools 
could not identify with precision if this technology was actually 
used,” Daen told Reuters Institute.57 “The case generated alarm for 
the possible proliferation of this kind of audio and the difficulty of 
verifying them. Since then, however, we have not encountered more 
of this type of material, at least at that scale or level of impact.” In 
response to the Batres deepfake incident, VerificadoMX published 
an article about how to identify when content was generated by 
AI and warning about the challenges in verifying this content, 
especially audio.58

Sheinbaum was the target of several AI-generated audio and 
video clips, including an audio clip in which she said her campaign 
was failing in a key state.59 One audio clip of then-candidate 
Sheinbaum went viral on WhatsApp during the 2024 campaign 
and was widely cited as an example of the challenges that artificial 
intelligence creates for election integrity. In the 35-second audio 
clip, Claudia Sheinbaum is heard saying that “the president [López 
Obrador] represents the past.” It was later determined this clip was 

created from audio extracted from an old interview.60 
This example underscores the fact that, although 
generative AI tools can make deepfakes quickly and 
easily, false and misleading content is not an AI-
specific problem.

The instances of fake or allegedly fake audio 
recordings in Mexico emphasized the limitations 
of fact-checking in light of new technological 
advancements — and specifically in the absence of 
better provenance and detection techniques. It also 

highlighted disparities in technological development; non-English 
languages have long been understudied and insufficiently 
accounted for in technological development, including in 
automated content moderation and training LLMs.61 That English is 
the primary language of detection development makes identifying 
Spanish-language deepfakes even more challenging. 

That English is the primary 
language of detection 
development makes 
identifying Spanish-

language deepfakes even 
more challenging. 
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C. The challenge and opportunity of 
WhatsApp and AI

WhatsApp is a widely used messaging platform in Latin America 
and among Spanish-speaking communities and is the third 
most popular social media and messaging platform in Mexico, 
following Facebook and YouTube.62 It offers inexpensive, real-
time communication that makes it a tool for sharing news and 
misinformation alike. People tend to trust information from peers, 
friends, and family,63 which amplifies the platform’s role in the rapid 
spread of both accurate and misleading content. WhatsApp’s end-
to-end encryption — which prevents outside access to the content 
of users’ communications — maintains privacy and limits en-masse 
interventions. Common anti-disinformation tactics, like content 
moderation and traditional fact-checking strategies, are not possible 
on encrypted messaging platforms,64 requiring creative solutions 
to improve information resilience while respecting user privacy. 
For example, WhatsApp has implemented other efforts such as 
forwarding limits and user reporting to support users’ ability to 
parse and interpret potentially false information, as well as limit its 
spread.65

Nonetheless, WhatsApp offers significant benefits as a 
community building tool for fact-checkers, primarily due to 
its widespread use and accessibility across diverse populations. 
In theory, fact-checking on WhatsApp is an immediate, targeted, 
and personal approach, which presents an opportunity to build 
trust, correct misinformation, and empower users with the tools to 
better assess the content they encounter. Operating within trusted 
personal networks gives fact-checkers a way to reach individuals 
directly and serve as a trusted source. Additionally, the ability to 
facilitate real-time communication, outside of a traditional media 
timeline, enables fact-checkers to address misinformation quickly 
and efficiently — a key component of reducing the spread of 
falsehoods. In other words, Mexican fact-checkers have turned the 
private, person-to-person nature of WhatsApp that is often seen 
as a weakness in the information environment into a strategic 
opportunity.
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During the 2024 Mexican election, different initiatives used 
WhatsApp to combat misinformation. A commonality among these 
WhatsApp-based initiatives was the bottom-up approach to fact-
checking. Users asked questions through trusted channels, which is 
distinct from more traditional top-down interventions like content-

labeling or news alerts. Responsive, user-initiated 
fact-checking on WhatsApp also stands in contrast 
with traditional media, which offers less flexibility and 
personalization. 

The National Electoral Institute (INE), Agence 
France-Presse (AFP), Animal Político, Telemundo, 
and Meedan collaborated to launch a fact-checking 
chatbot on April 17, 2024 to debunk false claims 
about the electoral process. Users could send their 

questions, including multimedia and links, to the INE channel, 
called Inés, and receive immediate answers based on fact-checks 
and explainers that the media organizations submitted to a shared 
database. Questions about how the election worked (such as 
how and where to vote) were by far the most popular, followed by 
requests for fact-checking news. Uptake and fact-checking rates 
were low; Meedan reported that 6,940 queries were submitted in 
54 days. Inès responded to 18% of queries, which meant that those 
questions were about electoral processes and could be answered 
using content that was already in the database. Of the remaining 
82% of unanswered questions, approximately 4 in 10 could have 
been answered if Inés had the technical capability to respond 
belatedly, after a media outlet added relevant information to the 
database.66 

Similarly, El Sabueso deployed VerifiChat, a WhatsApp-based 
service that enabled users to easily verify the accuracy of content by 
sending links, videos, or images.67 Fact-checks were communicated 
through private messages, often with detailed explanations and 
links to full articles.

Some initiatives not only focused on debunking misinformation but 
also built information resilience in other ways, including through 
prebunking. For example, El Sabueso’s newsletter highlighted 
common misinformation stories, enabling users to identify 

Responsive, user-initiated 
fact-checking on WhatsApp 
also stands in contrast with 

traditional media, which 
offers less flexibility and 

personalization. 
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falsehoods early on. By responding to questions about voting 
procedures in addition to fact-checking potential misinformation, 
Inés may have also built resilience to misinformation by equipping 
users with reliable information. Both initiatives relied on user 
questions to guide the publication of fact-checking content, helping 
to ensure that widely shared concerns were addressed most 
urgently.

That Mexican voters could access verified election information by 
asking questions through WhatsApp chats at no cost was, without a 
doubt, a positive thing. In addition to helping users confirm reliable 
information, they also helped fact-checking organizations and the 
electoral authorities to identify information gaps and produce new 
information.

These efforts also came with challenges, including the need to 
expand uptake while managing costs. As the Inés data indicates, 
usage and response rates would need to increase for the 
tool to have wide impact, but it nevertheless demonstrated the 
potential of WhatsApp-based fact-checking models. That Inés 
operated for fewer than two months before election day may have 
contributed to low uptake. In the future, consistent availability, or at 
least longer pre-election availability, could promote informational 
chatbot usage before the election cycle begins.

Unlike other WhatsApp-based tools discussed above, Inés raises 
another critical aspect of the fact-checking ecosystem: government 
collaboration. While the partnership between INE media offered 
advantages in terms of efficiency and potential scale, it also raised 
a challenge for trust in the media regarding their impartiality and 
independence. There are risks inherent to collaborating with 
government agencies which merit serious discussion. While 
improving access to authoritative information from the government 
about time, place, and manner of voting is a positive use for this 
type of partnership, normalizing the government as an arbiter of 
truth in other contexts, and regarding mis- and disinformation more 
broadly, has the potential to set a dangerous precedent. 

Government partnership models have been employed elsewhere 
as well, including in the last presidential elections in Brazil with 
Confirma 2022, which has been lauded as a success story.68 In 
2024, an attempt by the Indian government to gain greater fact-
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checking authority was struck down in court as unconstitutional 
and a risk to free expression and press freedom.69 Partnerships 
have been refused in other cases too. For instance, Meedan wanted 
to implement this model in the 2023 Argentine elections, but 
Chequeado and the National Electoral Chamber did not agree to 
do so. The López Obrador government previously launched a fact-
checking initiative that did not hold the president accountable and 
created confusion by adopting the name “Verificado,” demonstrating 
the risk of official government involvement in fact-checking.70 
Concern about government involvement in fact-checking in Mexico 
is therefore warranted and should be approached with caution in 
the future. 

Nevertheless, Meedan’s report highlighted several suggestions 
for how to improve the Inés chatbot in the future, which could 
also guide similar efforts. Recommendations include proactively 
producing and sharing explainers; activating earlier in the election 
season; and providing shorter, more conversational messages. 
The possibility of shortening messages raises a potential tradeoff 
in automated fact-checking: balancing detail and user appeal. The 
report also notes that for Inés, in addition to verifications, explainers 
about the electoral process (e.g., how to vote, how to register, where 
to find out where to vote) could have been produced to respond to 
basic and repeated queries. VerifiChat and VerificadoMX’s, which 
are managed by people instead of being automated like Inés, did 
just that.71

D. AI used to support fact-checking: 
Increased speed without losing quality

Timely intervention   matters to successfully countering 
misinformation.72 WhatsApp-based chatbots discussed in the 
previous section used AI to produce responses more quickly than 
in previous elections. This work in 2024 was the continuation of a 
longstanding trend of innovation among fact-checking initiatives. 
One of Inés’s key strengths was its ability to manage a high volume 
of inquiries simultaneously, particularly during peak times such 
as on Election Day. A user question would query the API, which 
allowed the bot to respond in real time, drawing from the project’s 
database and providing immediate answers to users’ questions.
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Inés was not the first fact-checking initiative to use AI to accelerate 
fact-checking; Chequeado was a global pioneer in doing so.73 Its 
work during 2024 stemmed from development of Chequeabot 
in 2016, which initially served to separate facts from opinions in 
speeches and prevent fact-checkers in Argentina from spending 
long hours listening to radio, TV or video interviews to identify 
checkable phrases.74 Later, new features enabled Chequeabot to 
alert editors when a false claim was repeated, to convert audios and 
videos to text in real time, and to monitor disinformation in Spanish 
more efficiently.75 

As of 2024, Chequeabot had several more functionalities and is 
used by fact-checking organizations in seven countries in the 
region, including VerificadoMX.76 Mendoza said that, for a small 
team like the one she leads at Verificado, this technology is a great 
help in gaining speed and saving resources. “We use all of them: El 
Desgrabador, Qué se checka and El Periscopio,” Mendoza added in 
an exchange on WhatsApp in January 2025.77

For its part, Chequeabot’s ability to monitor media and identify 
content to fact-check made it possible to reduce the hours of 
repetitive work by members of the VerificadoMX team and other 
organizations in Latin America. It also contributed to faster content 
distribution. This nearly decade-long experience shows how 
organizations can experiment with AI despite limited resources. 
Organizations engaging in this type of work should identify 
problems and bottlenecks, such as time spent on duplicative fact-
checks or transcribing live events, and work collaboratively with 
developers and partners to find the best possible solutions for a 
given budget.

But incorporating AI into fact-checking also presents challenges. 
One major obstacle in using AI and other tech-based tools to 
support fact-checking is the lack of technical development in 
languages other than English, as discussed in the section on AI 
audio. When Chequeado worked on an automation project in 
collaboration with Full Fact, for example, the Argentine development 
team noticed that their English colleagues could advance faster 
without having to re-train models or adjust functionalities. 
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Another challenge is the ephemeral nature of third party tools or 
functionalities. For instance, El Periscopio, which seeks to optimize 
disinformation monitoring in Spanish on social networks in a 
single dashboard, suffers every time a social network makes a 
change to its API or access permissions.78 This makes it necessary 

to continuously invest resources in adjusting the 
tool so it can continue to function. An extreme 
example of how access to data affects the work of 
organizations like El Periscopio was Meta’s shutdown 
of CrowdTangle, a tool that helped journalists and 
civil society actors identify and respond to mis- and 
disinformation.79

An additional consideration is the circumstances in 
which people trust AI tools to provide information. This 
is an area for further research. For instance, Radio 
Fórmula introduced NAT in 2023, an AI-generated 
news presenter,80 but as of 2024 only 37% of Mexicans 

reported feeling comfortable with news produced mostly by human 
journalists with the assistance of AI, and only 26% said they were 
comfortable with news produced mostly by AI.81 Trust in AI-based 
sources may change over time as people become accustomed to 
the technology, and organizations should consider how those views 
may impact their perceived reliability.

Despite these challenges, AI presents important opportunities for 
fact-checking organizations — both large and, especially, small — 
that need to produce content faster, more cheaply, in innovative 
formats, and for diverse audiences. Experience in Mexico shows 
that collaboration between organizations with capacity constraints 
and developers is vital for these tools to be useful and adopted and 
used to gain efficiency. Implementing AI tools to alleviate certain 
bottlenecks can leave humans more time to focus on the tasks for 
which they are still better, such as understanding context, humor, 
slang, and satire.
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I. Introduction
Taiwan’s online environment faces a deluge of disinformation 
campaigns, many of them credibly linked to the People’s Republic 
of China and the ruling Chinese Communist Party. These influence 
operations deploy cutting-edge and old-fashioned techniques to 
reduce trust in institutions and sway Taiwanese people on sensitive 
issues, intensifying around elections, including ahead of Taiwan’s 
consequential general election in January 2024. Campaigning in 
the 2024 election coincided with the boom of generative artificial 
intelligence services; Taiwanese voters encountered false and 
misleading information about the candidates created by AI tools 
— an early harbinger of how generative AI is reshaping influence 
operations. Meanwhile, false and misleading content flourished 
among Taiwanese junk news sites, bulletin board sites, and content 
creators. The persistence of influence operations and false and 
misleading information about politics is corrosive for the Taiwanese 
information environment, with considerable societal consequences. 
In the words of Eve Chiu, editor-in-chief of Taiwan Fact Check 
Center, “the biggest damage of disinformation is that people don’t 
trust: they don’t trust institutions and they don’t trust democracy.”82
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In the face of the Chinese government’s efforts to develop and 
deploy influence over Taiwan, stakeholders across the country have 
developed innovative methods of resilience. Taiwanese civil society 
organizations are highly networked and collaborative, in part a 
legacy of the 2014 Sunrise Movement, when protestors leveraged 
civil disobedience and online activism to postpone passage of 
a trade bill that favored China. They are also closely linked with 
an active community of public interest technologists, loosely 
organized in part under the umbrella of the civic tech community 
called g0v (“gov-zero”). Taiwan’s government engages robustly with 
civil society organizations, particularly as the ruling Democratic 
Progressive Party (DPP) has sought to bolster Taiwan’s international 
reputation as a model for digital democracy. 

These conditions have produced an engaged, innovative, and 
diverse network of groups working to safeguard reliable online 
information during elections by countering influence operations 
and building societal resilience to disinformation. Technologists 
are embedded within the community of civil society organizations, 
creating room for innovative technical research into influence 
operations and boutique technical tools to disseminate accurate 
and reliable information. These efforts have a strong commitment 
to transparency and collective participation, a reflection of the 
g0v community, which serve to cultivate trust from the broader 
Taiwanese community. While Taiwan faces the same problems 
as many democracies around the world — sharpening political 
polarization, declining trust in democratic institutions — its 
community of stakeholders is uniquely positioned to build a more 
trustworthy online information environment. 

During the 2024 elections, Taiwanese civil society leveraged 
strong, diverse networks and digital innovation to monitor Chinese 
influence campaigns, bolster access to reliable information, and 
build broader societal resilience. Key findings include:

• Taiwan’s disinformation researchers observed the increased use 
of generative AI as a part of more conventional campaigns. 
In influence operations attributed to China-based actors, for 
example, AI-generated video avatars bolstered the reach of 
rumors smearing Taiwanese government officials.
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• While researchers found widespread evidence of false and 
misleading information campaigns, the campaigns focused on 
longer-term issues, like skepticism of positive relations with 
the United States, and may have had less impact on electoral 
participation. 

• Fact-checkers socialized accurate information to diverse 
groups across Taiwanese society, whether through transparent 
crowd-sourcing platforms or tailored programming at the 
community level. 

• Fact-checking chatbots helped people access accurate 
information quickly and easily. Their integration into popular 
social media and messaging apps facilitates dissemination, and 
offer approaches that respect end-to-end encryption.

• Policymakers enacted legislative responses to electoral 
misinformation with transparency and proportionality as 
underlying values. The measures reflect the influence of the 
civic tech community and stand in stark contrast to previous 
years, when authorities ordered such content removed.

II. Country context
On January 13, 2024, Taiwanese voters went to the polls to select 
a new President and all 113 members of the Legislative Yuan, the 
unicameral legislature. Voters elected Vice President Lai Ching-te of 
the Democratic Progressive Party (DPP) to assume the presidency, 
marking the first time in Taiwanese history that a party has held the 
presidency for three consecutive terms. The opposition Kuomintang 
(KMT) secured a slim plurality of seats in the Legislative Yuan and 
has since legislated in coalition with the Taiwan People’s Party 
(TPP), an rising third party.83 The DPP has considered Taiwan a de 
facto independent nation and advocated for a separate national 
identity. The KMT has favored closer relations with China; prior to 
Taiwan’s democratic transition, the KMT ruled Taiwan as a one-party 
authoritarian state for decades. 
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The election was competitive, particularly because former president 
Tsai Ing-wen of the DPP could not run again due to term limits. 
The DPP had controlled the Executive Yuan and Legislative Yuan 
since 2016 but fared poorly during countrywide local elections in 
2022. Lai faced New Taipei mayor Hou Yu-ih of the KMT and former 
Taipei mayor Ko Wen-je, who represented the four-year-old TPP 
as its first presidential candidate; Terry Gou of Hon Hai Precision 
Industry (Foxconn) ran a brief independent campaign. Lai led in 
most election-cycle polling, though polls indicated that voters would 
support a proposed KMT-TPP presidential coalition. The coalition 
ultimately failed to materialize over a dispute between Huo and Ko 
on who would lead the ticket.84 Dissatisfaction over the Taiwanese 
economy dominated domestic policy debates during the election. 
Foreign policy issues, especially regarding relations with China and 
the United States, were also significant.

Influence operations were prominent, many of them linked to actors 
based in China.85 Prominent narratives exploited key election-
related issues. For example, some disinformation campaigns 
sought to spread rumors about scandals involving Tsai, Lai, or other 
DPP officials to undermine public perception of their fitness for 
office.86 Others tried to spread or amplify distrust in the Taiwanese 
government’s public service provision, including on contentious 
economic issues. For example, one prominent China-linked 
influence operation disseminated false stories that a government-
sponsored effort to import eggs to alleviate a shortage resulted 
in the entry of spoiled, carcinogenic, or poisoned eggs. A third 
category of narratives sought to amplify distrust in US-Taiwan 
relations, for which Taiwanese researchers coined the phrase “US 
skepticism,”87 such as with false stories about contaminated pork 
imports from the United States.88 In some cases, the disinformation 
campaigns deployed AI-generated avatars to amplify false claims or 
featured AI-generated content.89

Taiwan’s civil society organizations have been instrumental in 
uncovering and attributing influence operations and building 
societal resilience to disinformation campaigns. Their success 
is informed by strong organizational and informal networks, in 
part a legacy of the 2014 Sunflower Movement, a prodemocracy 
protest movement that saw mobilization across Taiwanese 
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society. Networking is incentivized by registration 
requirements: Taiwanese law requires that new 
nongovernmental organization secure 30 members 
in order to incorporate;90 civil society groups often 
engage their peers and collaborators to meet this 
requirement. These formal and informal connections 
create opportunities for exchange, helping 
Taiwan’s relatively small community of civil society 
organizations collaborate without duplicating work.

The g0v community, a civic tech movement that 
participated actively in the Sunflower Movement, has 
served as an incubator and coordination space for 

activists and civil society writ large. The g0v manifesto emphasizes 
open collaboration on issues of importance to the public and in 
support of speech and information transparency, fueled by open-
source and decentralized contributions — one famous g0v motto 
runs “don’t ask why nobody did this, admit you are the nobody 
first.”91

III. Assessment of three 
interventions 
This case study considers three distinct interventions: civil society 
research into influence operations, fact-checking or information 
literacy programming conducted by independent organizations, 
and policymaking tailored to countering misinformation without 
infringing on free expression. Particular attention is paid to how 
interventions have shifted over time, accounting for the now-
widespread availability of generative AI tools. 

This analysis considers independent disinformation research and 
fact-checking practices as separate but related interventions. 
Disinformation researchers set out to identify, monitor, and 
catalogue influence operations in order to set the stage for action; 
fact-checkers identify and correct specific false and misleading 
claims, and deliver corrections to the broader public. Taiwan’s 
disinformation researchers and fact-checkers work closely together, 
and some organizations produce both research and fact-checking. 

Formal and informal 
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opportunities for exchange, 
helping Taiwan’s relatively 

small community of civil 
society organizations 
collaborate without 
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For example, the Taiwan Information Environment Research Center 
(IORG, formerly the Information Operations Research Group) 
assesses whether specific claims are credible or manipulated, 
and produces rigorous research and analysis relating to influence 
operations more broadly. 

Though the report is primarily focused on civic space actors, this 
analysis includes policymaking because of the unique relationship 
between the civic tech community and Taiwanese government, 
driven in large part by the g0v movement. 

A. Independent research on influence 
operations

Taiwanese civil society organizations, academics, and journalists 
have invested heavily in the effort to expose and catalogue 
influence operations on the Taiwanese internet, including around 
electoral periods. Research products include investigations 
analyzing influence operations, short-form updates that build on 
previous investigations, and meta-analysis that produces insights 
on trends. Such research informs targeted interventions from other 
stakeholders, including Taiwanese civil society, policymakers, 
regional and global social media platforms, and the international 
community.

Civil society groups produce cutting-edge research, several 
focusing on election-related research specifically. Doublethink 
Lab (DTL) analyzes influence operations and false and misleading 
content on the Taiwanese internet, including during elections.92 
The IORG covers the Mandarin-language information environment, 
including efforts to spread false and misleading content during 
elections. DTL and IORG, both founded in 2019, have produced 
research on the role of false and misleading content in several 
recent elections, including the 2020 general election, 2022 local 
elections, and the 2024 general election.93 Taiwanese government 
and academic researchers also produce research on false and 
misleading content and influence operations.
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Freedom House research has found that Taiwan faces an intense 
degree of Chinese influence efforts, offline and online.94 In 
studying China-linked influence operations over the course 
of several electoral periods, researchers have built a nuanced 
understanding of how such efforts shape Taiwan’s information 
environment. 

Taiwanese researchers have documented the innovation of new 
trends and tactics by Chinese actors, shaping the collective 
understanding of how online influence campaigns work in practice. 
For example, they have found that influence operations targeting 
Taiwanese voters are transnational, featuring considerable cross-
strait exchange — including Taiwanese commentators who engage 
with China-backed state media accounts95 — and engaging 
participants across East and Southeast Asia.96 They involve a 
diverse set of actors and platforms, including junk news sites 
that churn out content to artificially inflate advertising revenue 
and content creators who boost CCP talking points, wittingly or 
not.97 Jason Liu, senior policy analyst at Access Now, observed 
that influence operations increasingly exploit the profit motive of 
the internet: “You click and earn money. It doesn’t really matter if 
[content creators] believe in the faff or a political party — it’s more 
important to understand how they can make money.”98 Researchers 
have also identified variation between influence operations targeting 
English-speaking and Mandarin-speaking audiences, indicating that 
perpetrators of influence operations may deploy different tactics 
dependent on context.99 

DTL found that AI-generated content featured in influence 
operations during the 2024 election, usually as one component 
of a wider campaign featuring more conventional tactics. For 
example, AI-generated virtual news anchors featured prominently in 
a campaign to smear former president Tsai; the campaign revolved 
around an ebook titled “Secret History of Tsai Ing-wen” that was 
amplified by a network of inauthentic accounts on a range of 
platforms. In DTL’s post-election summary of influence operations, 
the researchers noted that “while text and meme-based content 
have traditionally been prevalent in information manipulation, the 
increase in video content as a primary technique has signaled a 
shift in strategy.”100 
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The efficacy of research as an intervention depends on stakeholders 
in the private or public sector putting it to use. DTL and IORG 
pair their research efforts with advocacy and recommendations 
for public and private sector stakeholders. The close networks of 
Taiwan’s civil society community may also offer a path to distribute 
and disseminate research findings further. Notably, the networks 
include policymakers: DTL co-founder Puma Shen was elected as a 
DPP legislator-at-large in the 2024 election.101

Some elements of the success of these groups may be unique to 
Taiwan. Some 88 to 90 percent of Taiwan’s 23 million people use 
the internet,102 a vast majority of whom write with the same script,103 
allowing for more nuanced research. The deep collaboration with 
technical experts, often fueled by the g0v community, is also 
noteworthy, as discussed throughout this study. 

Taiwan’s researchers have sought to shape the field of 
disinformation research beyond the island, deploying their unique 
expertise to strengthen interventions in other contexts. DTL 
has built on its research to establish theoretical and practical 
contributions to the study of influence operations and developed 
collaborative relationships in other countries, including through 
exchange with Ukrainian civil society.104 Taiwanese organizations 
have worked with collaborators across South and Southeast Asia 
and the Pacific to cultivate research and resilience to disinformation 
in those contexts.105 These efforts have been facilitated in part by 
greater collaboration between Taiwanese and international civil 
society organizations, aided by an effort by the Tsai administration 
to relax registration requirements for international nongovernmental 
organizations.106

B. Collaborative and community-minded 
fact-checking

Fact-checking online content is now an established field. Taiwanese 
fact-checkers have developed innovative methods of conducting 
fact-checks and delivering fact-checked content to a wide range of 
people.
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Organizations like Taiwan Fact Check Center and MyGoPen 
conduct fact-checking of claims on the Taiwanese internet by 
engaging journalists and researchers to examine rumors and 
falsehoods.107 For example, Taiwan Fact Check Center sought to 
assess a pre-election claim that Lai had agreed to give hundreds of 
millions of dollars to Paraguay for public housing during his August 
2023 visit to the country.108 Fact-checkers with the center found 
that the rumor appeared to have originated in a manipulated photo 
of a Spanish-language memo posted on PTT (Taiwan’s largest 
bulletin board system, a type of open forum comparable to Reddit), 
and spread widely as frustration with Taiwan’s public infrastructure 
became an issue in the general election campaign.109 

The Cofacts platform offers a unique model for fact-checking. 
People who visit the Cofacts platform or engage with chatbots 
on messaging apps like LINE — Taiwan’s most popular social 
media and messaging platform110 — can request that an article or 
claim be fact-checked. Cofacts introduced its LINE-compatible 
chatbot in 2018, making it a leader in using emergent technology 
to develop information resilience.111 Cofacts fact-checkers, who 
may be professional or non-professional contributors, can submit 
responses. The platforms’ users can read through all submitted fact-
checks, endorse those they find to be accurate, or submit their own 
responses. The platform is open-source and Cofacts releases its 
analytics data to the public. 

Several organizations lead programs at the community level that 
build information literacy among less online or highly connected 
populations, including familiarity with fact-checking. Civil society 
group Fake News Cleaner conducts trainings at the community 
level, including programming for seniors, that equip participants 
with information literacy concepts.112 IORG has created resources 
for middle and high school teachers to engage with students on 
information literacy and developed programs with community 
organizations across the country.113 

Reflecting on Taiwan’s innovative approaches to fact-checking, 
Chihhao Yu, co-director of IORG, noted that “openness and 
transparency are still our greatest strength.”114 These values 
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undergird Taiwan’s innovative approaches to fact-checking, whether 
through transparency as a design choice on the Cofacts platform 

or in the community-driven approaches of the 
information literacy programs.

Taiwan’s fact-checking groups developed their 
efforts with the aim of being complementary and not 
duplicative. Scholars Chiaoning Su and Wei-Ping 
Li attribute this benefit as a product of the relative 
recency of the field in Taiwan. Su and Li noted that 
the different approaches of Taiwanese fact-checking 
groups — including diverging perspectives on what 
kinds of content should be covered and how fact-

checks are supplied — create a “collaborative safety net” that serve 
a variety of audiences.115 

Taiwan’s fact-checkers have deployed cutting-edge tools to 
support their work, including AI and machine learning, another 
indicator of the high degree of technical capacity brought by g0v 
contributors. For many organizations, these technologies increase 
the pace and reach of fact-checking. Taiwan Fact Check Center 
has experimented with natural language processing tools to 
cluster requests for fact-checks and filter them against previous 
corrections.116 Cofacts has deployed machine learning to manage 
the high volume of requests for fact-checks and organize them to 
facilitate corrections from editors.117 MyGoPen also uses bots to 
respond to the thousands of fact-checking requests they receive. 
The organization’s founder, Charles Yeh, told The Guardian last 
year that AI is helpful beyond its role enabling a user interface: 
“[AI] speeds up the checking process — helps with comparison, 
identification and translation — and we use it for some situations.”118 
A Carnegie Endowment meta-analysis of studies about countering 
disinformation found that such technical innovations are essential in 
overcoming one fundamental challenge for fact-checkers: it is much 
less time-consuming to create false or misleading information than 
it is to debunk it.119
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Fact-checkers around the world face another 
fundamental challenge: reaching wider audiences 
beyond those who already seek out fact-checks. 
Users can integrate chatbots operated by fact-
checking groups and independent developers into 
LINE. The developer of a chatbot called Auntie Meiyu 
suggests that people add the bot, which pulls from 
MyGoPen data and other sources, to group chats to 
supply friendly fact-checks and fraud detection.120 

These types of in-app integration minimize the friction of seeking 
out fact-checks and enables sharing among social groups, 
widening the audience for fact-checks, though automated review 
of messages raises privacy concerns. LINE has also experimented 
with chatbots that offer fact-checking capability without changing 
the platform’s encryption protocols.121 Instead, a user can share 
a message they want to fact-check by forwarding it or copying 
the text of a message and sending it to the chatbot. Although the 
individual message that a person chooses to fact-check is no longer 
private, the original conversation remains protected by end-to-end 
encryption. 

While traditional and tech-enabled fact-checking can debunk 
and provide in-the-moment information, the information literacy 
programming conducted by Taiwanese fact-checking groups serves 
to engage people in more holistic and long-term efforts. According 
to IORG codirector Yu, “sustained engagement over time” is 
essential for the success of programming that aims to cultivate 
community-based information literacy programs.122 The Carnegie 
Endowment meta-analysis found that the most successful media 
literacy programs cultivate “confidence and a sense of responsibility 
alongside skills development.”

Taiwanese fact-checkers report that their work is increasingly 
politicized, similar to those around the world whose work came 
under attack during 2024 elections.123 A Taiwanese fact-checker 
shared that their organization debunked a disproportionate number 
of election-related rumors about the DPP ahead of the 2024 vote, 
simply because rumors about the DPP were more common than 
those about other parties. This imbalance in output prompted 
accusations of bias, many of which the fact-checker suspected 
were made in bad faith in order to delegitimize the organization’s 

In-app integration  
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work.124 Other fact-checkers reported facing online harassment — in 
some cases originating from anonymous trolls, in others by content 
creators who were the subject of fact checks.125 While transparent 
and participatory models of fact-checking like Cofacts may mitigate 

allegations of bias to a certain extent, harassment 
remains a threat that limits the ability of fact-checkers 
to do their work safely.

Funding also remains a critical challenge for 
Taiwanese fact-checking groups. Fact-checking 
organizations in Taiwan struggle with many of the 
challenges that their global peers face: how to remain 

solvent on grant funding, whether to take funding from sources 
that may carry reputational risk, and so on. The g0v community 
provides room for software developers interested in public 
participation to incubate projects, offsetting some costs that fact-
checking organizations in other countries might face when hiring 
programmers to create new tools. In return, anthropologist Aaron Su 
notes that g0v projects offer software engineers, often highly paid, a 
unique opportunity for “targeting [their labor] toward the direct and 
immediate betterment of the larger community at hand.”126 However, 
sustainability remains a persistent issue for Taiwanese groups.

C. Rights-respecting policymaking 
alongside civic tech innovation

Ahead of the 2024 election, Taiwanese policymakers passed 
laws that took a more tailored and rights-respecting approach 
to false and misleading election-related information. These mark 
an improvement compared with previous efforts that introduced 
criminal penalties for false or misleading online content, or sought 
to create new avenues for authorities to order the removal of such 
content from online content hosts. 

In advance of the elections, policymakers deployed interventions 
focused on transparency and more limited, proportionate 
provisions for the removal of election-related falsehoods. The 
Legislative Yuan passed amendments to the Public Officials 
Election and Recall Act in 2023 that require political advertisements 
to disclose their funder.127 The 2023 amendments, which cover both 
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online and offline political ads, also prohibit political advertisements 
funded by foreigners, particularly those from mainland China, Hong 
Kong, or Macau, and require that internet service providers or 
other companies verify the nationality of the advertiser.128 The 2023 
amendments also establish new safeguards against AI-generated 
misinformation. Under the new rules, political candidates may report 
nonconsensual and misleading content of themselves created by 
generative AI services to the police. Subject to confirmation from 
law enforcement technologists that the content is AI-generated, the 
candidate may submit a request to platforms to remove the content 
within two days.129

Previous Taiwanese lawmaking took a much more restrictive 
approach to false and misleading content about sensitive issues. 
The Social Order Maintenance Act (SOMA) bars the spread of 
false information online, and authorities have invoked it to penalize 
political speech, while the 2019 Anti-Infiltration Act criminalizes the 
spread of election-related disinformation sponsored by “foreign 
hostile forces.” During the Covid-19 pandemic, the DPP government 
passed new rules to criminalize false statements about the 
epidemic; many people faced fines or short-term detentions for 
false or misleading comments about Covid-19 cases or vaccines.130

The Taiwanese government’s approach in 2024 centered 
transparency and proportionality as underlying values while 
enacting a much-needed response to electoral misinformation. It 
stands in contrast to that of other democracies around the world 
— Freedom House research has found that interventions related to 
election information in many countries infringed on human rights.131 
The more narrow and rights-respecting approach also contrasts 
with the Taiwanese government’s actions in previous elections and 
in response to other forms of harmful online content (for example, 
a controversy over a nontransparent website blocking mechanism 
deployed against fraud and scam websites).132 

The unique approach to false and misleading election-related 
content in 2024 reflects a range of factors. The civic tech 
community has a long history of collaboration with the DPP 
government, and prominent members have advanced an agenda 
of transparency and openness, including around the question of 
how government should respond to mis- and disinformation. At the 
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same time, the DDP government faced several recent controversies 
and criticism around previous efforts to create rules for the online 
environment, including election-related misinformation. Finally, civil 
society organizations deployed the interventions described above, 
serving as a societal response beyond government action. 

The civic tech community has a long history of collaboration with 
the DPP government. g0v members have joined the ranks of 
government, most notably Audrey Tang, who served as Taiwan’s 
first minister of digital affairs and is now cyber ambassador-at-
large.133 In the aftermath of the Sunflower Movement, Taiwanese 
policymakers, Tang among them, began to embed the g0v values 
of openness and collaboration into its daily operations, including in 
the effort to counter influence operations. For example, Tang told 
TIME in 2017 that “we take freedom of speech much more seriously 
than most of the other Asian countries,” informing her commitment 
to media literacy education, fact-checking, and transparency as a 
counter-balance to influence operations.134 During Tang’s tenure at 
the Ministry of Digital Affairs, government agencies experimented in 
how to effectively counter false information in a timely way without 
resorting to censorship.135 In one such initiative, the Taiwanese 
government adopted the “222 principle” in 2019, which set out a 
requirement for government agencies to issue social media-friendly 
corrections (with a title no longer than 20 words, no more than 200 
words of explanation, and with two images) within one hour.136 

Available evidence suggests that the earlier era of anti-
misinformation policies did not considerably shape the online 
environment ahead of 2024 election. SOMA convictions for election-
related speech were spare during the 2024 election. Indeed, 
Taiwanese courts acquitted at least two people who were arrested 
under SOMA charges for false claims about election fraud made on 
social media.137 The Anti-Infiltration Act, meanwhile, was invoked 
sparingly and only in relation to campaign-related corruption.138

One factor in this change may have been the desire to avoid 
allegations that the DPP government deployed restrictions 
on misinformation to its own benefit during campaigning. Such 
criticism emerged when the DPP took harsh measures in response 
to false and misleading information in other contexts, including 
around the 2020 election.139 In one prominent controversy, the 
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KMT criticized the DPP government for de-licensing CTi News, 
online news outlet and satellite channel, over concerns of Chinese 
influence.140

Another factor may be the backlash against the DPP 
government’s effort to pass technology regulation. In 2022, 
the DPP government unveiled a package of technology regulation 
known as the Digital Intermediary Services Act (DISA). Modeled in 
part on the European Union’s Digital Services Act, DISA would have 
obligated covered platforms to establish significant transparency 
and notice-and-appeal mechanisms. It would also have required 
platforms to remove content under court orders or label it subject 
to government orders. These provisions prompted concern about 
censorship from free expression advocates and harsh criticism 
from the opposition KMT; some civil society organization supported 
the attempt at platform regulation while criticizing the legislation 
itself. The proposed DISA lapsed, and was not revived.141 The DPP 
government has not proposed tech regulation in the aftermath, 
instead focusing on passing legislation in 2024 aimed at online 
fraud and scams.

Taiwan’s shift towards more narrow, rights-respecting policymaking 
around false and misleading election-related content in 2023 could 
serve as a model for lawmakers around the world. So should the 
past decade of democratic deliberation about which responses 
to misinformation work and which do not, buttressed by civil 
society organizations and civic tech activists. The g0v community 
and the global civic tech movement have reflected extensively on 
what elements of g0v might be replicated in other contexts.142 In 
any circumstance, governments seeking to lay the groundwork 
for a similar approach should look for opportunities for long-term 
collaboration with civic tech activists and ensure that civil society 
organizations have the funding they need to operate.
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I. Introduction
Throughout 2024, numerous civic space actors tracked the use 
of generative AI in politics and elections, both within the US 
and globally. These civil society organizations, journalists, and 
academics all sought to answer some version of a question that 
has dominated the past year: what consequences does widespread 
access to generative AI tools have for elections? By tracking 
incidents, civic space actors tried to answer this question with 
evidence. 

Amid a fragmented ecosystem and disjointed policymaking by 
governments and technology companies, civic space actors 
compiled thousands of data points in an organized, transparent, 
and centralized way. Their work facilitates access to information, 
enabling informed policy advocacy and accountability for 
governments and technology companies. Reflecting this point, 
Kaylyn Jackson Schiff, an assistant professor at Purdue University 
and co-creator of the Political Deepfakes Incident Database (PDID), 
said,“We’re really trying to think about these broader impacts on the 
information environment. Impacts on peoples’ trust in social media 
platforms, trust in traditional media, trust in political institutions.”143 
In addition to providing in-the-moment documentation, incident 
tracking provides a contemporaneous record that can be used for 
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future research and limit post hoc attempts to manipulate or rewrite 
facts. Persistent knowledge creation efforts like the PDID are more 
important than ever, as companies limit researcher access to data144 
and governments and activists politicize disinformation research.145 

This case study reviews eight efforts to track political- and election-
related AI incidents and assesses how they contribute to public 
knowledge and information resilience: The AI and Elections Tracker 
(Abundance Institute), the AI Elections Project (WIRED), the AI 
Incidents Database, the AI Political Archive (New York University, 
University of North Carolina, and American Association of Political 
Consultants Foundation), the Political Deepfakes Incident Database 
(Purdue University), Spitting Images: Tracking Deepfakes and 
Generative AI in Elections (German Marshall Fund), the 2024 AI 
Elections Tracker (Rest of World), and the 2024 Foreign Interference 
Attribution Tracker (DFRLab). This is not an exhaustive list of 
tracking work, but includes a set of prominent projects that vary in 
scope, providing opportunities to compare the work across sectors, 
methodologies, and geographies. Several of the projects were 
continuations of work that preceded the “year of elections,” but all 
gained greater relevance and urgency in light of the focus on AI and 
elections in 2024. 

CDT conducted desk research and spoke with the researchers 
behind seven of the eight tracking efforts to gain a deeper 
understanding of their goals, process, and the evolution of their 
work.2 The teams also provided insight into the challenges they 
encountered. The conversations offered lessons for future work, as 
well as a snapshot of expert thinking on the consequences of AI in 
elections as of December 2024. Key findings include:

• The choice between prioritizing breadth of incidents (such as 
geography, topic, or relevant sector) or the depth (quantity of 
data) is a key divergence in incident tracking methodologies. This 
resourcing decision not only has implications for data collection 

2 CDT interviewed experts affiliated with each of the eight listed projects except for the 
WIRED AI Elections Project. For all projects, CDT’s desk research included reviewing 
publicly available materials about the projects, the data they published, and related 
publications, including articles from academic, journalistic, and civil society sources.
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methods and ability to draw qualitative or quantitative findings, 
but for policy. Breadth can help guide policy by stress-testing 
edge cases, while depth in a more specific area can support 
statistically valid “evidence-based” policymaking. The resource 
choice is therefore also a prioritization of how to approach policy 
advocacy.

• A lack of transparency and independent access to data 
inhibits incident tracking. Better access could alleviate capacity 
constraints and facilitate research that would support more 
sophisticated policy improvements.

• AI should be considered in concert with pressing, pre-
existing mis- and disinformation issues, and altered content 
more broadly. While researchers tended to agree that the risks AI 
posed to elections last year were overstated, they also cautioned 
against premature triumphalism. Companies, governments and 
other stakeholders should continue to take risks seriously.

• Incident tracking does not capture all harms, so anyone using 
tracking research should consider how to account for cumulative 
effects.

II. Survey of incident tracking
The eight trackers we reviewed varied in scope. Some, like 
DFRLab’s Foreign Interference Attribution Tracker, were US-specific, 
while others captured global data. Six dealt with election-specific 
content and two were broader in scope. Civil society organizations 
produced four of the trackers we studied, media outlets were 
behind two, and academics organizations created the remaining 
pair. They also captured different types of incidents, ranging from an 
expansive collection of cross-sector AI-related harms (AI Incidents 
Database), to a catalogue exclusively of deepfakes (German 
Marshall Fund), to a database of media coverage of AI incidents 
(Abundance Institute). The variety of definitions, geographic scope, 
and other methodological approaches among trackers creates, 
as several researchers we spoke with said, an “ecosystem” of 
information. 
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Despite significant differences in the scope of each database, 
researchers behind the projects were broadly aligned on the goals 
and intended audience of their work. Specifically, they were unified 
in the hope that a mix of civil society, journalists, researchers, media, 
and policymakers would find their work useful. Researchers from 
NYU, for example, hoped that their work could support evidence-
based policymaking on generative AI and political advertising.146 
Similarly, the Abundance Institute has used its tracking research 
to inform advocacy towards policymakers, including in a comment 
to the Federal Communications Commission on AI disclosure in 
political ads.147

Preparing a non-expert or public audience was also an explicit 
aim, in line with inoculation theory.148 One of DFRLab’s goals was 
to “increase public resilience against future foreign influence and 
interference efforts, especially in online spaces,” in addition to 
providing a public record of incidents, building public attribution 
standards, and serving as a resource on the topic.149 The Purdue 
team’s 2024 publication about the PDID lays out the landscape of 
goals:

The fundamental goal of the database is to provide a 
publicly available resource to advance research, practice, 
and governance efforts surrounding deepfakes. Journalists, 
fact-checking organizations, media literacy educators, and 
members of the public can utilize the database to evaluate 
the veracity of specific instances or identify broader trends 
of concern. In addition, the PDID can assist in understanding 
the effectiveness of watermarking and detection techniques, 
media literacy efforts, and other policy initiatives on deepfake 
dissemination and impact.150

Though specifically referring to the PDID work, the use cases laid 
out above align closely with other projects. The Purdue team is also 
developing a website designed to make public access to their data 
even easier.151

Several researchers noted that project goals evolved over time, 
however. The AI Incident Database (AIID) has been public since 
2020.152 An early goal was to raise basic awareness that it was 
possible to track AI incidents. That point is now well-established — 
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as is clearly demonstrated by the many trackers that exist, including 
those outside the scope of this report — and the current focus is to 
educate different stakeholders, including policymakers, at a deeper 
level.153 Others noted a shift in goals and stakeholders during the 

election period and going forward; while journalists 
and fact-checkers were important users during the 
pre-election period, policy advocacy and research are 
a greater focus in the medium and long term. 

So far, engagement with these different stakeholders 
has largely been successful. Teams reported outreach 
from media and policy groups, engagement with 
academia and government offices, and examples of 
their work in education, including in syllabi. Some 

directly shared their findings with social media platforms and other 
technology companies.

Meanwhile, teams took a mix of approaches to collaboration. 
The researchers we spoke with largely felt that they had found a 
niche among the array of incident tracking efforts, though some 
acknowledged that redundancies existed and were inefficient. 
Several sought out collaboration and were in touch with each other 
or with researchers working on other tracking projects not covered 
by this report. For example, aiming to “improve interoperability and 
enhance rigor towards greater impact, [the PDID team] consulted 
existing and forthcoming coding taxonomies developed by the AIID, 
Center for Security and Emerging Technology, and AI Vulnerabilities 
Database.”154 Rest of World’s methodology says the organization is 
“keen to work with other organizations and researchers who are 
monitoring tech’s influence on elections.”155

At the most ambitious end of the collaborative model was the 
AIID. The AIID aims to create a collective or federation model that 
“empower[s] AI incident research in different domains,” while also 
avoiding “safety data and safety insight being totally fragmented, 
which is both an organizational, cooperation, and technical 
problem.”156 One way they work toward this goal is by integrating 
existing taxonomies, rather than proposing their own. The database 
currently uses the Center for Security and Emerging Technology AI 
Harm Taxonomy and the Goals, Methods, and Failures taxonomy.157 
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A mix of definitions and project scopes was a benefit in many ways: 
diverse research approaches combine to identify edge cases and 
outstanding questions that a single approach alone would not. 
Some researchers we spoke with, however, expressed frustration 
that the language around generative AI is imprecise and 
imbued with value judgements. The term “deepfake,” for example, 
may even stigmatize AI-generated content in a way that similar 
content created through other means, including “cheapfakes,” 
would not be subject to. This distinction recalls the “behavior”-
based approach that companies often take when combatting 
disinformation, where treatment is based on technical attributes, 
rather than content, impact, or harm.158 Imprecise definitions may 
inadvertently reproduce flaws seen in relevant policy areas in the 
past, including content moderation, and add confusion to current 
debates between researchers and policymakers.

III. Challenges, tradeoffs, and 
answers about the impact of AI 
This section considers the tradeoffs and challenges in collecting 
data, developing sufficient capacity and expertise, and responding 
to the predominant narrative that generative AI, especially 
deepfakes, would cause chaos in elections. Each offers lessons 
for how future research can be improved, considerations for 
policymakers and advocates who use this research, and guidance 
for how funders can support civic space actors’ work. The final part 
of this section concerns expert opinions on the animating question 
of the ways or extent to which AI had an impact on elections in 
2024. Rather than offering a clear answer, this analysis points to 
more unresolved questions and knowledge gaps that researchers 
and policymakers working on AI in elections should consider going 
forward.
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Description of AI Incident Trackers
Civil society
• The AI and Elections Tracker, created by the Abundance Institute, tracks news articles about AI in the US 

election. A primary goal of the research was to keep a contemporaneous record, so as to assess findings 
against popular narratives about the importance of AI and deepfakes in the election.

• The AI Incident Database (AIID) is a collaborative effort by several organizations, including the Digital 
Safety Research Institute, Georgetown’s Center for Security and Emerging Technology, and the Partnership 
on AI. The AIID has the broadest scope of any tracker we reviewed, indexing all harmful uses of artificial 
intelligence.159 While not elections-specific, the database is searchable and, moreover, the researchers we 
spoke with described the AIID as a starting place for more specialized work, ranging from AI in healthcare to 
elections.160

• Spitting Images: Tracking Deepfakes and Generative AI in Elections is a German Marshall Fund (GMF) 
project that is global in scope and attempts to understand how AI is being used, in both deceptive and 
benign ways. The tracker categorizes the type of media and records the timeline, description, and media 
coverage of the incident. The project aims to help voters, policymakers, and researchers understand the 
impact of AI and allow comparison across countries.161

• DFRLab’s 2024 Foreign Interference Tracker is specific to the 2024 US election. Because the focus is on 
foreign interference, it only captures the use of AI to the extent that it is known to be used in interference 
efforts. Generative AI was listed as a method used in 39 of the 90 incidents included in the dataset at the 
time of writing. The tracker scores each incident’s overall reach and impact as well as how credible the 
attribution is. 

Academia
• The AI Political Archive, launched in July 2024 as partnership between New York University, the American 

Association of Political Consultants Foundation, and the University of North Carolina,162 focuses on the use 
of AI in political communications. Its definition of political communications includes political ads and social 
media posts, and the Archive aims to capture data about AI usage in national and down-ballot races.

• Scholars at Purdue University developed the Political Deepfakes Incidents Database (PDID). The project’s 
scope extends beyond elections and instead focuses on political incidents, including content shared by or 
about a politician, or about a politically salient event.163 The database, which included over 700 records at the 
time of writing, includes not just AI-generated materials but also cheapfakes or other manipulated images. It 
also includes material that is real, but that users claimed was fake.

Media 
• The AI Elections Project is a collection of global examples of AI’s use in elections, published by WIRED. 

Each documented example includes an image, brief description, date, and linked source. Though the project 
is described as “tracking every instance of AI’s use in and around” the 60+ elections in 2024, as of the time 
of writing the project included a smaller selection that nevertheless offered broad geographic scope and a 
range of use cases.

• Rest of World’s 2024 AI Elections Tracker is also global in scope, but designed to offer a selection of 
examples rather than a comprehensive database. Its stated goal is to “create a database of examples that 
can be used to understand the many ways in which AI is being deployed around elections.” It worked with 
reporters in countries that held elections to identify any election-related incidents, regardless of creator, 
intent, or type of media.
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A. Data collection

The eight projects used different definitions, variables, and methods, 
but researchers encountered four common problems during data 
collection. First was access to data from companies. As CDT has 
previously documented, there is extreme information asymmetry 

between technology companies and civic space 
actors.164 The problem has been made worse in recent 
years by platforms rolling back data access options. 
In 2023, Twitter (now X) announced that it would no 
longer offer free access to its API.165 In 2024, Meta 
shut down CrowdTangle, which previously facilitated 
social media monitoring that researchers used to 
study the online information environment, including 
mis- and disinformation. The decision, taken during 
such a crucial election year, drew widespread criticism 

from a range of academics and civil society organizations, including 
CDT.166 AI companies, though increasingly relevant and influential, 
are often opaque. They lack strong transparency practices and tend 
to be reluctant to share data with researchers due to a range of 
privacy, reputation, and market-related concerns.167

“Loss of access has not been a small thing,” one DFRLab researcher 
said of the CrowdTangle shutdown. Indeed, DFRLab’s 2024 Foreign 
Interference Attribution Tracker (FIAT) was based on the 2020 
version of the project. The 2024 version dropped the “Attribution 
Impact” score, which aggregated engagement data from Facebook, 
Reddit, and Twitter, from the 2020 edition. “Come 2024, almost none 
of that infrastructure was possible to spin up again,” DFRLab told 
CDT.168 The 2024 project announcement describes the change in 
more detail: “Due to the shutdown of Meta’s CrowdTangle tool and 
increased restrictions on APIs, this measure could not be replicated 
for the new dataset.”169

DFRLab’s work is not the only project affected. The AIID team found 
that the impact of tracking work is limited by the lack of information 
from companies around AI-related incidents.170 NYU researchers 
also expressed frustration with data access. “I wish no one needed 
to create their own database at all,” said Zeve Sanderson, Executive 
Director of the NYU Center for Social Media & Politics. “It’s an 
extremely bad use of anybody’s time, mostly because these data 
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are there,” referring to the fact that technology companies already 
possess, in great detail, the kinds of data that researchers devote 
huge amounts of resources to imperfectly collect.171 The NYU team 
also noted that when platforms did disclose data, it was not always 
machine-readable. That meant manually scrolling through an ad 
library, for example.172 

CDT found similar problems with ad libraries in research published 
in 2024.173 Meta hosts a web-based repository with keyword search, 
while Google/YouTube’s web repository does not feature a keyword 
search. Snapchat and X provide downloadable CSV files without 
keyword search. The Meta and Google repositories provide a visual 
of the ad creative, while Snap and X only include a link. Similarly, a 
2024 study by Mozilla concluded that among ad repositories offered 
by 11 large tech companies, “none is a fully-functional ad repository 
and none will provide researchers and civil society groups with the 
tools and data they need to effectively monitor the impact of VLOs’ 
[Very Large Online Platforms and Search Engines] advertisement 
on Europe’s upcoming elections.”174 As Mozilla and others have 
observed, when there is transparency, the type of information 
shared is inconsistent between companies and therefore is still of 
limited use for aggregating and drawing comparisons.

The second data collection challenge was the need to positively 
identify uses of generative AI. Detecting AI-generated content 
is notoriously difficult. Publicly available AI image detectors 
are unreliable and sometimes reach conflicting conclusions.175 
Detection of other mediums, including audio and text, can be even 
more difficult, as these types of content offer researchers less 
information compared with images or videos.176

The Purdue researchers acknowledged a certain degree of 
uncertainty in their coding due to the limitations posed by detection 
technology, and noted it could be a greater problem in the future as 
the quality of generated content improves. Those same limitations 
also made it difficult to correctly identify AI-generated content as 
opposed to cheapfakes or photoshopped images.177 Rather than 
verifying authenticity themselves, researchers at the German 
Marshall Fund (GMF) primarily relied on media coverage, academic 
articles, fact-checking organizations, or other experts to confirm 
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that content was a deepfake and identify what type of media was 
involved in the incident (i.e., image, video, etc.).178

The third common challenge in data collection was soliciting public 
incident submission. The Rest of World, Abundance Institute, 
WIRED, AIID, and NYU projects had public submission options. 
The PDID team reported that it is considering implementing a 
similar option in the future.179 Based on the interviews conducted 
for this report, public submission was minimal, with some projects 
receiving no public input. While this outcome was disappointing, 
creating a submission channel is not resource-intensive, so may 
remain worthwhile even if the rate of quality submissions is low.

A final challenge in collecting incidents was navigating the risk 
of publishing potentially harmful information. The Purdue 
researchers expressed concern about sharing their current 
database widely, because it contains examples of mis- and 
disinformation. The language or images they collected could 
inadvertently expose users to misleading information or be recycled 
and used to spread mis- or disinformation further. As part of their 
plan to improve public access to the data, they are working to 
watermark the deepfakes in their database to protect against 

misuse.180 This is a responsible but time-consuming 
process that highlights the ethical challenges in 
generating research for public use and knowledge, 
as well as the need for improvements to technical 
provenance that would reduce the burden on 
researchers. 

The GMF team also grappled with how to responsibly document 
sensitive material, including non-consensual sexually explicit 
content. Part of its process was ensuring that the sources it 
cited did not leave a “paper trail” to the harmful image. GMF’s 
methodological choice to rely on media coverage was also partly 
informed by a decision not to surface potentially harmful content 
that was not already in the public domain.181 The decision to use 
media coverage instead of publicizing new instances draws an 
important contrast between the civil society and media approach 
to tracking AI incidents during the election, as uncovering new, 
noteworthy incidents is part of the journalistic mandate. That being 
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said, Rest of World also addressed this concern in its methodology: 
“In rare cases, we may opt not to publish the content if doing so 
could have particularly damaging consequences.”182

In addition to these challenges, the comparison between projects 
highlighted an important difference in how they defined success, 
related to database size. The Purdue researchers were optimistic 
about the potential uses and impact of the data they collected, while 
the NYU team saw its database and other similar databases as not 
yet large enough the kind of sophisticated empirical research that 
is increasingly standard. “The ability to infer anything from these 
databases is extremely limiting,” said Sanderson.183

Database size also came up among civil society organizations. 
The Abundance Institute contained over 46,500 entries at the 
time of writing;184 the group described its project as one of the 
largest media databases tracking AI in the election, and identified 
scale as one of its successes. GMF’s Spitting Images, on the 
other hand, included fewer than 200 cases at the time of writing 
and researchers were less concerned with whether the database 
included “enough” instances. Instead, they identified the project’s 
global footprint as their biggest success, highlighting a tradeoff 
between breadth versus depth of data.185

The concern about size and the breadth versus depth tradeoff 
implicates two different models of using research to inform policy. 
One relies on quantitative evidence, as intended in the NYU 
case, and the other, following the GMF model, highlights diverse 
circumstances and edge cases as a way of stress-testing solutions.

B. Capacity and expertise

Incident tracking takes a huge amount of labor, simply in terms of 
human hours. In all cases CDT looked at, the small teams doing 
the work encountered capacity constraints. One team we spoke 
with narrowed the scope of its project after beginning the work 
because the research process was so time consuming. Another had 
to hire an additional team member. Global projects encountered 
additional complications, compared with US-focused projects, 
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as they more frequently dealt with language barriers and needed 
sufficient expertise to interpret a greater diversity of political and 
social contexts.

One way to alleviate the burden of human data collection 
was automation. However, this option required a high degree 
of technical expertise and introduced other challenges. The 
Abundance Institute used a subscription service to scrape web 
content that matched its search parameters.186 While this helped 
build a large database, it also collected noise. The team noted that 
using the data, therefore, required a degree of data literacy and 
technical skills,187 which many civic space actors do not have.

Human review was still required when data collection was 
automated. Initially, Abundance used an automated sentiment 
analysis tool, but discontinued it because it “found the analysis 
inaccurate and not particularly informative.”188 One consideration, 
the team explained, was that once it determined that the automated 
sentiment analysis was not reliable or helpful, continuing sentiment 
analysis manually with such a large dataset would have been too 
great of a capacity challenge.189 Purdue’s database also features 
sentiment analysis, involving human review of each incident.

DFRLab relied on internal technical expertise, including building a 
custom prompt for the Claude API to code its cases. The automated 
coding was later manually compared and reconciled with 
independent human coding of each case. In its assessment, the 
investment in automation was worthwhile. Even though the project 
was supported by in-house technical skills, its stability was still to 

some extent dependent on the external technology. 
For example, Anthropic pushed an update during 
DFRLab’s collection period, which required the team 
to reconfigure its prompt.190

Underlying the capacity constraints described above 
are the financial constraints that most civic space 
actors encounter. Time-intensive projects like the 
ones reviewed in this report implicate staff time and 
hiring decisions, and the subscription services needed 

to scrape data cost money. Funding models do not necessarily 
maximize the effectiveness of data collection projects, which gain 
value as their scope and scale expand. One group we spoke with 

Funding models do not 
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explicitly said its project scope was dependent on funding, and 
the ability to scale the project up in the future would depend on 
additional funding. As summarized by a researcher from a different 
project when speaking about the possibility of continuing their 
work, “the data becomes exponentially more valuable as it 
goes on.”191

C. Calibrating around the AI hype 
narrative

In the background of these projects, even those that began multiple 
years ago, was the narrative that 2024 was the headline year 
for generative AI in elections. Teams we spoke with were trying 
to calibrate their approach in response to the AI hype narrative 
throughout their research process. The Abundance Institute likened 
the discourse around AI in elections to historical hype-cycles and 
fears around other technological innovation.192 In the 1930s, for 
example, people were afraid of telephones.193 Other researchers 

reflected similar sentiments. At the core of the Purdue 
team’s work, and part of why it included cheapfakes 
in addition to AI deepfakes, was a focus on AI as 
potentially distracting from a wider problem. “We just 
want to make sure people aren’t directing all their 
attention to deepfakes at the exclusion of all these 
other longstanding problematic ways of contributing 
misinformation.”194 

Paired with the concern about disproportionately 
focusing on AI in 2024, however, was the fear of 
overcorrection. The standard for AI having an 
impact on 2024 elections was set so high that it 
was almost impossible to meet in the absence of a 
single instance that caused a dramatic upheaval in 
election outcomes. Much attention was, of course, 
focused on the US election, where a history of election 

denialism and influence operations appeared ripe for deepfake-
instigated disruption. While there were several high profile examples 
of deceptive generated content in the US election,195 the worst 
case scenario did not arrive. Analysts should in part consider, 
however, the counterfactual that one high-risk scenario was avoided 
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because Donald Trump’s swift victory meant that one of the most 
precarious situations — a lengthy, contested vote counting and 
certification process after voting ended — did not occur. There 
are no guarantees that future elections will be equally uneventful, 
especially in close races.

Last January, the NYU team published an article 
warning that there was a risk of overestimating the 
danger posed by AI in elections, following a pattern 
previously seen with fears about misinformation.196 
In December 2024, the NYU authors reiterated that 
point, confirming that AI risks were overstated but that 
the “fear is it’ll swing too far in the other direction.” 
One consequence they raised was that guardrails 
would be removed despite the potential that the worst 
uses in AI-powered microtargeting are forthcoming.197 
This is a real danger. As seen in past elections, 
companies often deploy vital resources during 

a short period around election day, even though risks — if not 
media attention and public pressure — last much longer.198 Meta’s 
announcement in January 2025 that it would end its third-party 
fact-checking model in the US, which was implemented following 
the 2016 election,199 and stop downranking misinformation200 
is a further indication that the pendulum may be swinging too 
far towards an approach that discounts potential risks to the 
information space.

The focus on dangerous consequences of AI meant that other, 
sometimes positive, uses were underappreciated, some of which 
tracking efforts helped identify. The Rest of World reporting found 
that it was rare to come across material that “actually intended 
to deceive.”201 Defying its own expectations, the Purdue team 
found a surprising amount of satire, as well generated content 
that positively boosted candidates. Its research also clarified the 
prominence of unrealistic deepfakes, in contrast to photorealistic 
images intended to deceive. Similarly, CDT’s own research found 
extensive uses of AI by political campaigns in the US that were not 
readily apparent during the election cycle, including helping with 
data analysis, writing scripts for canvassers or fundraising outreach, 
and drafting text in specific dialects (like Mexican Spanish or Cuban 
Spanish).202
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D. Evaluating the impact of AI on 2024 
elections

Quantifying the impact of mis- and disinformation is already 
extremely difficult, and a far wider range of uses of generative 
AI in elections needs to be accounted for when considering the 
technology’s overall impact on 2024 elections. Research teams we 
spoke with had different perspectives on whether generative AI 
had an impact on elections in 2024, or even if there is sufficient 
evidence to answer that question. At one end of the spectrum, the 
Abundance Institute’s post-election update said that its “analysis 
identifies no evidence that generative AI negatively affected the 
process or the outcome of the 2024 US election.”203 The NYU team 
told CDT that the impact of generative AI on the US election is 
unknown. GMF’s Adrienne Goldstein noted that, from a global 
perspective, there were specific instances when AI-generated 
content had a clear impact, even if they did not occur in the US 
election.204 Zelenko observed, “Misinfo is really cheap, and AI makes 

it cheaper. But it doesn’t supercharge it the way we 
thought it might and didn’t have the global destructive 
effect we thought it might.”205

But a further limitation of incident tracking is that 
it distills the use of AI into discrete pieces. There 
is a need for that type of work — DFRLab, for 
example, pointed out that real-time collection and 
verification fills an information gap among the media 

and research community.206 It is also why, as described in the 
previous section, there is a growing recognition of the diverse and 
unexpected uses of generative AI in elections. 

The tradeoff, however, is that by quantifying individual instances, 
tracking does not automatically reflect the cumulative effect or 
ongoing harm of certain uses of generative AI tools. Many of the 
researchers CDT spoke with were aware of this limitation. The 
AIID team wrote in September, “While some harms caused by AI 
systems are the results of discrete events with defined and intuitive 
event timelines, other AI incidents can span ambiguous amounts 
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of time, present as series of events that are difficult to 
neatly separate and aggregate in a database setting, 
or obscure when exactly harm can be considered to 
have occurred.”207 Or as Christina Walker of Purdue 
University summarized, “It’s much harder to think 
about what the potential harm for a deepfake is when 
it’s not always as instantaneous as a [crashed self-
driving] car.”208 In a similar vein, Zelenko assessed that 
even though no single piece of content had a decisive 
impact, generative AI “made the information space 

louder and noisier and trashier, and in that case has destroyed faith 
in what they see more broadly.”209 

In the end, satire, memes, and other easily identifiable or 
unrealistic synthetic content comprised a large portion of incidents 
documented by the trackers CDT reviewed. As described previously, 
most of the non-journalistic trackers relied on media coverage of 
AI incidents to build out or fact-check their databases. Most of the 
“bad” uses of AI that NYU found were ones that had been reported 
on, while their original research identified more examples that were 
“anodyne” and not deceptive.210 As Kevin Paeth of AIID said, “A 
lot of AI incident reporting today relies on third party media and 
journalism and research by these parties. Inherently, the interest of 
certain kinds of harms and AI incidents will go down and be less 
newsworthy, despite them posing the same or even greater risks 
over time as tools become global.” In other words, incident tracking 
is not designed to reflect subtle technology-related changes that 
nevertheless amount to meaningful, cumulative shifts in election 
and information environments. 

There are at least three potential harms and directions for 
future research that are largely not captured by incident tracking: 
access to information, the liar’s dividend, and the alteration of 
belief permission structures. The right of access to information, 
including reliable information, is a core component of the right 
to free expression. To the extent that mis- and disinformation, 
including AI-generated content, proliferates, it can disrupt access 
to information which, in some cases, carries implications for a 
host of other rights, including the right to free and fair elections.211 
Encountering disinformation about time, place, and manner 
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of voting is the most straightforward example; a 
legitimate democratic election requires that voters 
have accurate information about participation. A 
second possibility is a severely degraded information 
space where voters struggle to sift through the “noise” 
and find accurate information which they can use 
to form their own opinions. Instead of being actively 
misled, in this scenario voters simply cannot access 
the information they need. Searching through low-
quality or misleading content imposes a time and 
knowledge burden on voters; it is not conducive to 
accessible and inclusive public participation. And 
though highly plausible, the harm in this scenario is 
difficult to measure. 

While there is general agreement that AI makes content creation 
easier, one consideration around which experts did not express 
consensus was the extent to which AI makes information 
dissemination easier. The dissemination question is critical to 
evaluating access to information and overall trust in the information 
environment since information that is created but not seen has little 
or no effect. One question is how the availability of large quantities 
of synthetic information will affect the content that social media 
platforms display to users through algorithms that personalize 
users’ feeds – in particular, to what degree content made possible 
by generative AI tools could appear in user feeds. The sources and 
quality of the synthetic content could inform how the platforms’ 
algorithm interprets it, depending on the platform’s content 
moderation policies, but we should anticipate seeing increasingly 
sophisticated synthetic content over time, which may not be as easy 
to identify as artificial activity, such as bot networks, has been in 
the past. On the other hand, companies are working on standards 
such as C2PA that would help identify the provenance of at least 
some forms of content. How these developments play out will affect 
whether and to what extent social media algorithms distinguish 
authentic and synthetic content for purposes of determining what 
shows up in a user’s feed, including content intended to be false or 
misleading election-related information.
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The way hashtags have been used in disinformation campaigns is 
an illustrative analogue. One strategy is to create and consistently 
use a hashtag, making it trend and therefore gaining visibility.212 
Another is hashtag hijacking, where a campaign uses an existing 
hashtag to boost visibility or uses popular hashtags on posts that 
offer a counternarrative to the movement originally associated 
with the hashtag. While this can be a method of engaging in 
online debate, it can also be used strategically to bury the relevant 
information.213 Demonstrating the way generative AI can support 
high-volume uses of hashtags, in early 2024, an X account posted 
AI-generated images related to the newly appointed French Prime 
Minister at a “high-frequency,” leveraging the #Gabybug hashtag to 
gain visibility.214 

The second and third harms stem from how the proliferation of 
fake content undermines trust in the information environment, 
even in authentic content. The second is the “liar’s dividend,” the 
concept that when people are aware that content they encounter 
may be fake, bad actors can dismiss even authentic content as 
synthetic.215 During the US election, a North Carolina gubernatorial 
candidate heavily implied that allegations about his inappropriate 
and racist online activity were the result of AI-generated 
deepfakes.216 In 2023, an Indian politician denied the authenticity 
of three damaging audio recordings, blaming them on AI, even 
though experts concluded that at least two were authentic.217 This 
type of scenario, where someone in power casts doubt on unsavory 
accusations against them is the most common conceptualization 
of the liar’s dividend. The Purdue team tried to capture this risk 
in its database by including real images that sharers presented 
as deepfakes.218 Declining trust in institutions is well-established, 
and the liar’s dividend functioning as a potential accelerant219 is a 
difficult-to-measure cumulative factor that merits further research. 
It should not be discounted in assessments of how AI impacted 
elections in 2024, even if the concrete outcomes are yet unknown.

The third harm is that degraded trust in the information 
environment can offer conscious or unconscious permission 
structures for individuals to more easily disregard information that 
flouts their pre-existing beliefs or accept information that conforms 
to them. Two versions of this are motivated reasoning, where people 
consciously or subconsciously intake and process information 
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with a specific end goal in mind,220 and confirmation bias, the 
psychological principle stating that people innately discount 
information that does not conform to their beliefs and opinions.221 
Motivated reasoning and confirmation bias are especially important 
to consider when evaluating the consequences of unrealistic 
synthetic content, including memes and other creations that are not 
intended to deceive. For example, future research should consider 
whether surreal or artistic images that likely do not deceive the 
consumer — such as Kamala Harris in a communist uniform222 — 
can nevertheless fit into existing schemas. A related query is about 
the impact of high volumes of such content, given that AI may 
be instrumental in creating it in large quantities. These questions 
are particularly important given that several of the trackers found 
frequent uses of memes and unrealistic imagery. Once again, 
there is potential for profound societal consequences that are not 
immediately apparent.

The outstanding questions about AI’s harms are also a reminder 
that generative AI may supercharge components of mis- and 
disinformation, but is not entirely transformative. Access to 
information and confirmation bias were challenging topics to 
address long before “deepfake” entered common parlance. In 
Schiff’s words, “A bigger question that we’re having as a society 
is ‘What do we mean by a manipulated image?”223 Generative AI 
has simply increased the urgency of that debate. All three risks 
— disrupted access to information, the liar’s dividend and altered 
permission structures — are heightened by the current global 
anti-fact-checking trend, including the end of Meta’s fact-checking 
program in the US and Google’s decision not to include fact-
checking in search results, videos, and algorithmic ranking in the 
EU.224 

Perspectives on what should be done about AI content are 
varied. In researching this report, CDT heard calls for technical 
provenance tools, government-mandated disclosure requirements, 
a sociotechnical approach to interventions, and deep investment in 
traditional journalism. Some of these solutions are familiar to those 
who have followed policy debates around mis- and disinformation 
or “fake news” laws, as are concerns that regulating the use of 
generative AI would interfere with freedom of expression. Weighing 
these concerns, Zelenko said, “I hope we can always stay one 
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step ahead in terms of actually being able to verify generative AI 
material, but I struggle with imagining a future in which we can 
draw a very clear line around AI-generated disinformation material 
and ban it, for instance.”225 

The lesson to draw from the past year and the 15 experts who CDT 
spoke with is the urgency of finding balance, so the pendulum 
does not swing between phases of AI hype that spur policies 
that interfere with human rights and periods when the potential 
harms of AI in elections fades from view. Following the relatively 
smooth US election, a shift in discourse towards proclaiming the 
over-exaggeration of AI risks, the conclusion of commitments 
made under the AI Elections Accords,226 and the end of election-
related surge funding and constant media attention that flourished 
under the “2024 year of elections” banner, 2025 threatens to be 
the latter. There will be dozens of elections in 2025. Generative AI 
tools will continue to improve. Balance requires vigilance by civic 
space actors, attention from policymakers, and deliberate efforts 
by technology companies to continue to take seriously their role in 
mitigating harms from their services.

http://cdt.org/elections
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Recommendations05
By Isabel Linzer Drawing from the analysis in this report, CDT recommends 

that companies and civic space actors continue contributing to a 
resilient information space by fostering collaboration, developing 
company policies, and strengthening transparency and data access.

Fostering collaboration among 
civil society
• Civic space actors should prioritize interoperability and 

collaboration whenever possible. Group agenda setting and 
information sharing can help reduce duplication and alleviate 
capacity issues. 

• Organizations should engage their networks to improve 
language use and definitions around generative AI, AI, and 
other types of manipulated or misleading content. Similar 
to the increasingly standard distinction between mis- and 
disinformation, developing consistent and accurate terminology 
related to generative AI, deepfakes, cheapfakes, manipulated 
content, deceptive content, and other related concepts will 
support clear public communications and advocacy.
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• Funders should consider how to make their grants supportive 
of civic space collaboration. Some funding structures 
incentivize competition between peer organizations, which 
creates disincentives for information sharing and collaboration. 
Funders should consider supporting similar projects that can 
speak to each other, and other collaborative models.

Building company policies and 
information resilience 
• Social media companies should update and reinforce existing 

policies to ensure they account for the harms of false and 
misleading AI-generated content, including policies on hate 
speech, election interference, hot-button issues, misinformation, 
political advertising, and manipulated media. They should 
audit their existing enforcement mechanisms for these policies, 
including friction, labeling, and transparency, to best mitigate the 
potential harms posed by use-cases of generative AI. Companies 
should consult civil society experts when formulating and 
implementing these policies, and ensure that changes respect 
free expression.

• Companies should invest in fact-checking partnerships 
and provide funding to independent fact-checking 
organizations. Fact-checking can improve access to quality 
information without infringing on the right to free expression. 
Before implementing additions or alternatives, including user-
generated fact labels, companies should fund independent 
researchers to evaluate the speed, reach, and biases of those 
approaches, which can have shortcomings as compared with 
professional fact-checking partnerships.227 

• Companies should promote and direct users to external 
authoritative sources of election-related information. They 
should consult with independent civil society organizations to 
determine what approach and sources are appropriate in a given 
country’s political context.

http://cdt.org/elections
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• Generative AI developers and governance stakeholders should 
take a sociotechnical approach to building and governing 
AI systems.228 This is especially important for developing policy 
related to elections, as it is crucial to take the diversity of global 
political and social contexts into account.

• Generative AI developers and deployers should create rights-
respecting guardrails for political campaign use cases 
involving demographic data, including use to develop targeted 
advertising or other targeting strategies. These use cases create 
heightened risks for privacy violations and hyperlocal mis- 
and disinformation, but also offer opportunities for campaigns 
to communicate more effectively with constituents and 
communities that may be difficult to reach.

Strengthening information 
access for research and 
informed policymaking 
• Companies should continue to invest in provenance and 

detection technology. They should make authentication tools 
publicly available, and report findings in a privacy-preserving and 
anonymized way.

• AI developers and deployers should commit to greater 
transparency, including by adopting approaches like those 
in the Santa Clara Principles. They should disclose what their 
election integrity policies are, how their policies are enforced and 
tested, and when they are in place.

• Companies should improve the usability of the data they 
disclose. Ad libraries, for example, should include metadata and 
be machine-readable, so that researchers can make better use of 
the data.

• Online services should test their election integrity policies in 
languages other than English including by investing in high-
quality benchmarks, red-teaming, and other forms of external 
engagement and disclosing to users which languages their 
systems are trained and tested in.
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• Civic space actors involved in tracking or documentation efforts 
should take steps to limit the potential harm from sharing 
misleading or harmful content, including AI-generated 
material. They can ensure that sources do not lead back to 
harmful content, such as non-consensual sexual or intimate 
deepfakes. They should also consider adding watermarks 
or other provenance indicators, to reduce the possibility of 
examples in databases or research being misused.

http://cdt.org/elections
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