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Executive 
Summary T his report summarizes the key discussions and insights from an 

in-person symposium held in September 2024 on the topic of 
children’s online safety policy. The event convened academic 
researchers, policy experts, and civil society representatives 

to explore research-driven approaches to addressing critical issues 
impacting young users in digital environments. During the symposium, 
we attempted to foster meaningful dialogue, identify areas of consensus 
and disagreement, and chart actionable paths forward. The symposium 
included a range of perspectives, and thus the report reflects a synthesis 
of ideas rather than unanimous agreement.

The symposium brought together 23 participants for a day-long event 
conducted under the Chatham House Rule. Attendees engaged in two 
rounds of thematic roundtables covering four key topics related to child 
safety on online platforms: Connection, Content, Communication, 
and Characteristics. The event concluded with an all-participant 
session that summarized some of the main discussions and identified 
strategies and opportunities to integrate research into policy.

We lay out some of the cross-cutting themes that we have identified 
in conversation; these highlight the interconnectedness of issues 
surrounding youth safety online, and emphasize the need for evidence-
based and youth-centric approaches, particularly along the following 
lines:

• No one-size-fits-all approach fixes current issues. 
Researchers pointed to a range of ways for keeping young 
people safe online, yet most solutions raise thorny tradeoffs.

• Experiences of all youth online should be examined, 
including those with different backgrounds. 
Participants repeatedly raised that young users experience 
online environments differently based on factors like age, 
socioeconomic status, and identity. Tailored safety measures, 
they note, may be essential to address these varied experiences 
effectively. Some said that additional aspects like access and 
digital literacy require further consideration of tools that 
accommodate diverse user needs.

• Consider the ecosystem of actors who are part of 
a young person’s life holistically. The discussions 
emphasized adopting a more holistic and collaborative 
approach to online child safety. Participants underscored 
the necessity of collective efforts that would involve parents, 
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educators, platform designers, and policymakers. Collaboration across these 
groups was identified as crucial for reaching feasible and balanced actionable 
steps.

• Limited researcher access to data impedes evidence-informed 
solutions. Researchers in the group agreed that a lack of access to 
comprehensive data impedes fully understanding online harms and prevents 
learning about the effectiveness of existing safety measures implemented by 
digital platforms. Most agreed that improved access to data is vital to develop 
evidence-informed policy.

Participants also proposed several practical steps with potential to enhance online safety 
for young people on digital platforms:

• Establish default protections. Participants agreed that implementing 
safety settings by default, such as private accounts, can potentially keep 
young users and all users safer.

• Empower users with the ability to customize their online experiences. 
According to participants, equipping youth — and all users — with features 
like customizable content filters and algorithm reset options could give them 
the reins to shape their own experiences online.

• Provide researchers with privacy-preserving mechanisms to access 
data. Participants emphasized the importance of providing researchers with 
access to platform data, especially data related to safety mechanisms (e.g., the 
rate of users who use safety tools or how these tools are being used). They 
noted that this would allow researchers to better study online experiences 
and evaluate the effectiveness of safety measures.

• Support digital literacy and onboarding. Participants recommended 
platforms to work towards supporting users’ development of skills to 
navigate digital spaces responsible, as opposed to restricting access to young 
users altogether. Leveraging peer-to-peer education, more collaborative 
onboarding processes, and norm setting can all help acquaint young users 
with improving online norms and safety practices.

The conversation underscored the complexity of creating safer online environments 
and the importance of engaging researchers, who can share data-driven knowledge 
on approaches that have the potential to work. Participants emphasized the need for 
ongoing dialogue and actionable processes — safer digital spaces require sustained 
efforts to bridge gaps between research, policy, and platform design. This report serves 
as a step towards creating this shared space that would support the creation of safer 
digital environments for young users while respecting their rights and agency.

Executive Summary 7
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Introduction O n September 25, 2024, the Center for Democracy & Technology 
(CDT) hosted an in-person symposium that gathered academic 
researchers, policy experts, and civil society to discuss issues of 
platform governance and children’s online safety. The goal of the 

gathering was to generate research-driven discussions, identify areas of 
consensus, and develop potential paths forward for online safety policy 
that would support young users.

While the symposium facilitated valuable discussions and brought 
together diverse perspectives, this report does not reflect unanimous 
agreement among participants. Instead, it represents a synthesis of 
the ideas shared during the event, capturing key issues and potential 
paths forward. In other words, not all contributors support every idea 
included in this report — the goal is to present a set of considerations 
that can guide policymakers in the process of addressing critical issues of 
child safety in online spaces.

Symposium Structure

The symposium was a day-long event with 23 attendees, conducted 
under the Chatham House Rule (allowing participants to share quotes 
and ideas from the event, but without attributing contributions to 
any particular participant). Participants were US-based academics who 
conduct research related to youth and platform governance, members 
of civil society with a focus on child safety policy, and U.S. government 
agency representatives.

After a limited set of presentations, participants split up into two 
rounds of roundtable discussions where they tackled research questions 
and findings related to one of four high-level topics defined based on a 
synthesis of categories and topics within current US child safety policy 
conversations. Participants were assigned to two of four roundtables 
based on preference (elicited in advance via survey) and prior expertise:

1. Connection. How do youth access platforms? How can we 
create safer entry points for young users?

2. Content. What content are youth exposed to, and how 
can policy reduce exposure to unwanted content across 
platforms?
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3. Communication. How can we better support safe communication with 
others online, including in private messages? 

4. Characteristics. How do platform design features influence youth online 
behavior, and how do they impact user safety and engagement?

Each roundtable covered the same two guiding questions:

1. What do we know about the topic based on youth-focused research? What 
works and what doesn’t? What are current concerns and issues? 

2. Looking forward, what are some ways in which platforms could improve 
youth safety while allowing them to enjoy the benefits of digital platforms?

a. What are some limitations that should be set in place?

b. What are some tools that should be offered?

c. What additional research is needed?

The roundtables were facilitated by CDT staff members with expertise on the topic 
of child safety policy and research. Before each discussion, participants were asked to 
respond to the prompts in a shared document while adding citations. This allowed for 
time to consider the questions and recall prior research and discourse. It also helped us 
better document the conversation and ideas raised throughout the event.

The symposium concluded with a roundtable discussion with all participants about 
how to better facilitate researcher-policymaker collaborations to encourage evidence-
based and rights-supporting courses of action. In addition, given the focus on research 
and the researchers conducting it, the roundtable considered opportunities to integrate 
this research into the policymaking process. 

This report is organized according to the four predefined roundtable topics. For each 
thematic roundtable, we summarize the conversations, while identifying current 
concerns and paths forward raised by participants. We conclude with a summary of the 
concluding roundtable as well as a synthesis of cross-category themes.

Introduction
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Connection: 
Age-appropriate 
Access to Online 
Services

“C onnection refers to the means through which young users 
gain access to an online service and what interventions, if 
any, guide young users towards healthy, age-appropriate 
online experiences as they create an account or log into 

a service. Some methods outlined in proposed legislation or technical 
literature include age verification, which requires a user to provide age 
and proof of ID to an intermediary to be granted access to a service; age 
estimation, which requires an online intermediary to estimate a user’s 
age based on their characteristics or online behavior; or age declaration, 
which is the current status quo for many services, where a user has to 
attest their date or year of birth before being granted access to a service. 
Other methods to grant underage individuals access to a service include 
equipping parents with mechanisms to grant consent on their behalf.

The discussion in the “Connection” section opened with the question 
of how platforms currently grant young users access to their services 
and what concerns or opportunities these methods raise. During 
the discussion, a few participants questioned whether gating young 
users from online services or certain online spaces is effective or 
promotes healthy online behaviors at all. Some also observed that the 
lack of “child-only” spaces online — once more common but now 
less popular — is a key factor driving young users to mixed-audience 
sites (such as large social media platforms that cater to both younger 
and older individuals). Finally, even if effective gating methods were 
possible, participants noted that young users would always be adept 
at circumventing these methods, and potentially be directed to worse, 
“underground” online spaces. 

Current Weaknesses in Facilitating Age-
appropriate Access to Online Services

1. Age declaration methods are commonly used but easy to 
circumvent.

The most popular method currently used to enable or restrict access to 
online services based on age is platforms asking users about their ages, 
commonly known as “age declaration.” This method requires users to 
submit their year or date of birth when they create an account on the 
service or check a box attesting that they are above a certain age. 
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Symposium attendees agreed that this method was easy to circumvent. They noted that 
all users were adept at circumventing these systems by lying or submitting any year of 
birth that would grant them access to the service. An Ofcom study found that a fifth 
of children aged 8 and 17 had a “false” adult age on online platforms as a consequence 
of giving the wrong birth year when prompted (Ofcom, 2022). Many parents and 
guardians also reported lying on their children’s behalf to override the age declaration 
interstitial and grant their children access to a platform — this has been observed 
in previous generations of online services as well (boyd et al., 2011). Despite these 
shortcomings, online services continue to pursue this method because it is often the 
most straightforward, least privacy-invasive and least costly age assurance method.

2. More stringent methods of age verification or estimation raise privacy, 
accuracy, reliability, and equity concerns.

There was agreement in the room that more effective methods to collect accurate 
age-related data on users raise thorny tradeoffs. Citing reports produced by Open 
Technology Institute (Forland et al., 2024), University of North Carolina and Duke 
University (Marwick et al., 2024), and the Center for Growth & Opportunity at Utah 
State University (Brennen & Perault, 2025), researchers highlighted privacy concerns 
with requiring users to provide more data and sensitive information that would 
prove their age (e.g., government ID or biometric data like their facial image or voice 
patterns).

This approach to age verification may require users to provide government ID in order 
to gain access to an online service — according to some participants, this would be too 
privacy-invasive. They emphasized that the toll on privacy would not be not confined 
to children — age verification requires everyone to verify their age in order to use online 
content, and according to research can have not only significant privacy implications 
but also chilling effects on access to information (Marwick et al., 2024; Ruane et al., 
2024; York, 2024). 

Further, participants raised that some people do not have valid IDs. Without an 
ID, these individuals, more commonly undocumented, unhoused, or low-income 
individuals, would face barriers to accessing critical information provided on online 
services and would be limited in their rights to express themselves freely. They noted 
that children are also specifically less likely to possess an official ID or have access 
to theirs, making age verification methods akin to parental consent and control 
mechanisms (see the next subsection on “Parental control…”), whereby a child has to 
ask their parent to gain access to an online service. For some children, this would put 
them in harm’s way. 

Connection: Age-appropriate Access to Online Services

[According to some 
participants] the toll on 
privacy would not be not 
confined to children — 
age verification requires 
everyone to verify their 
age in order to use online 
content, and according 
to research can have not 
only significant privacy 
implications but also 
chilling effects on access 
to information.

https://www.ofcom.org.uk/online-safety/protecting-children/a-third-of-children-have-false-social-media-age-of-18/
https://doi.org/10.5210/FM.V16I11.3850
http://newamerica.org/oti/reports/age-verification-the-complicated-effort-to-protect-youth-online/
https://doi.org/10.21428/bfcb0bff.de78f444
https://www.thecgo.org/research/keeping-kids-safe-online-how-should-policymakers-approach-age-verification/
https://doi.org/10.21428/bfcb0bff.de78f444
https://cdt.org/insights/cdt-files-amicus-brief-in-free-speech-coalition-v-paxton-challenging-tx-age-verification-law/
https://cdt.org/insights/cdt-files-amicus-brief-in-free-speech-coalition-v-paxton-challenging-tx-age-verification-law/
https://www.internetsociety.org/blog/2024/09/texas-mandatory-age-verification-law-will-weaken-privacy-and-security-on-the-internet/
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Some surveys found that parents and children have a slight preference for age 
estimation using biometric scanning (like scanning one’s face or voice) or parental 
vouching — where a parent selects on their device whether to grant a child access to a 
service or not — as the mode to grant a child access to a service (Family Online Safety 
Institute, 2022). Researchers explained that these modes may be preferred because of 
convenience, ease, and familiarity, but that no method has gained unanimous support 
of either parents or young people. 

Despite the convenience offered by approaches like face scanning, participants argued 
that they raise equity, reliability and accuracy concerns, and that they can also be easily 
circumvented. One example that was noted was an equity concern of using machine 
learning methods due to their error-prone nature for individuals who are outside the 
majority, such as users with disabilities who may look younger or older than their actual 
age, or users of color. 

Participants concluded by saying that additional tools to estimate age are available to 
companies, who currently have strong financial incentives for these tools to be accurate 
(Raffoul et al., 2023), but that more transparency and research is needed to better 
understand these other methods, their effectiveness, and their potential impact on 
people’s digital rights.

3. Parental control mechanisms may hurt more than they help.

Another common way to grant children access to age-appropriate experiences is by 
equipping parents with controls to verify children’s age, as well as limiting what their 
children can and cannot access. However, participants said this can also backfire. 
Accordingly, recent research has supported a shift of paradigm from restrictive parental-
based approaches to resilience-based approaches to increasing safety online (Park et al., 
2024). 

Further, participants raised that not all young users are in supportive family dynamics, 
and in those cases, online spaces can be especially informative and even life-saving 
(Redmiles, 2021). These spaces can provide young users with access to information 
that their parents may not provide, such as information about LGBTQ+ identity, 
reproductive healthcare, and violence prevention and support. In these cases, a 
participant said, requiring young people to ask permission of their parents for access can 
put young people in greater danger or lead to alienation.

Further, participants 
raised that not all young 
users are in supportive 
family dynamics, and 
in those cases, online 
spaces can be especially 
informative and even 
life-saving.

https://cdn.prod.website-files.com/5f47b99bcd1b0e76b7a78b88/636d13257232675672619f45_MAKING%20SENSE%20OF%20AGE%20ASSURANCE%20FULL%20REPORT%20-%20FOSI%202022_compressed.pdf
https://cdn.prod.website-files.com/5f47b99bcd1b0e76b7a78b88/636d13257232675672619f45_MAKING%20SENSE%20OF%20AGE%20ASSURANCE%20FULL%20REPORT%20-%20FOSI%202022_compressed.pdf
https://doi.org/10.1371/journal.pone.0295337
https://doi.org/10.1109/MSEC.2024.3417804
https://doi.org/10.1109/MSEC.2024.3417804
https://www.scientificamerican.com/article/apples-new-child-safety-technology-might-harm-more-kids-than-it-helps/
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4. Age-based restrictions often lead to an increase in deceptive practices due to 
low familiarity and trust.

One participant noted that increased use of age verification methods tends to increase 
lying or obfuscation among youth for many reasons, including low trust and familiarity 
with age gates — youth do not trust that these systems work in their best interest so 
they lie to age gates to protect themselves. In some cases, participants say, children 
are more aware of how age verification methods work than their parents (Family 
Online Safety Institute, 2022). In other cases parents have limited capacity and time to 
grant their children access to online services, particularly those with multiple jobs or 
immigrant parents who rely on their children to navigate English-language spaces such 
as government websites or parent-teacher letters. 

Participants highlighted that deceptive practices and circumvention can also impact 
the types of experiences users will then have online. For example, if users lie about their 
age, the ads and feeds they will then see may also be mismatched or age-inappropriate. 
Participants noted that this tradeoff sets up a “vicious cycle” and dichotomy between 
privacy and safety where a user has to choose between receiving an age-appropriate feed 
or protecting sensitive information. 

5. Device-based age declaration shows promise but could fail due to shared 
devices.

One method that was discussed to restrict users from accessing age-inappropriate 
services was to install device-based age limits or child controls, meaning that a user’s 
age is set on a particular device through which they access the internet, as opposed to 
setting their age separately on every platform. One participant noted that this showed 
promise not only in working more smoothly, but in potentially alleviating concerns of 
notice fatigue by streamlining the number of times a parent or caregiver needs to input 
a child user’s age and allowing parents to designate a device’s age at the outset. Yet, as 
argued by another participant, a significant proportion of households rely on shared 
devices, making device-based age declaration difficult and ineffective. According to 
one survey, 35% of multi-person households shared a computer or a laptop and 10% 
of multi-person households shared a smartphone, with 58% of those sharing it at least 
once every day (Vogels, 2021). Sometimes a device isn’t shared per-se, but an adult (e.g., 
a parent) may give their own device to a child and by doing so grant them access to the 
internet (Chiong & Shuler, 2010).

Connection: Age-appropriate Access to Online Services

https://cdn.prod.website-files.com/5f47b99bcd1b0e76b7a78b88/636d13257232675672619f45_MAKING%20SENSE%20OF%20AGE%20ASSURANCE%20FULL%20REPORT%20-%20FOSI%202022_compressed.pdf
https://cdn.prod.website-files.com/5f47b99bcd1b0e76b7a78b88/636d13257232675672619f45_MAKING%20SENSE%20OF%20AGE%20ASSURANCE%20FULL%20REPORT%20-%20FOSI%202022_compressed.pdf
https://www.pewresearch.org/short-reads/2021/06/22/digital-divide-persists-even-as-americans-with-lower-incomes-make-gains-in-tech-adoption/
https://joanganzcooneycenter.org/publication/learning-is-there-an-app-for-that/
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6. Age verification hinders the use of multiple accounts and identity 
exploration. 

Another point that was raised is that young users tend to open multiple accounts 
to access and experience different communities, content, or identities on the same 
platform. Participants noted that online communities sometimes support essential 
identity formation by enabling young people to access different interests and “try on” 
identities in the safety of their own home (Luria & Foulds, 2021, Thakur et al., 2023). 
Sometimes users make use of multiple accounts to accommodate different parts of their 
identities and interests rather than having a single account that would amass all their 
likes and dislikes. Creating multiple accounts, one participant said, can also be a safety 
and content control tactic, as users can access content that they are curious about but 
do not want to access again or have it affect their content algorithms — this can include 
content about puberty, weight, sex education, etc. 

At the same time, another participant noted that the phenomenon of multiple 
accounts, “fake accounts” or “finstas” (short for fake instagram account (Weaver & 
Issawi, 2021)), makes it challenging for an online service to create safe, age-appropriate 
guardrails as young users can easily circumvent them by creating additional accounts. 
Nevertheless, creating more stringent methods to verify a user’s age, and by proxy their 
identity, may be a disproportionate response that could result in preventing their ability 
to create multiple accounts in the first place.

Future Opportunities: Introduction of designated 
spaces, global standards, and more access to 
data

1. Introduction of more age-appropriate and child-specific spaces.

Participants argued that young people have always sought “older” content or 
communities (e.g., pre-teens reading Seventeen magazine), and researchers familiar with 
childhood education agree that younger users’ interest in “older” or “age-inappropriate” 
content may be an essential part of development and identity formation. Still, in 
contrast to early years of the internet in which young people congregated on sites 
designed for youth, minor users now tend to “share” the web with adult users. As a 
result, participants believe that online platforms seeking to host content and facilitate 
an exchange of ideas amongst users of all ages bear the responsibility to facilitate access 
to age-appropriate experiences and potentially gate young users away from some 
information or interactions. 

https://doi.org/10.1145/3411763.3451734
https://cdt.org/insights/report-beyond-the-screen-parents-experiences-with-student-activity-monitoring-in-k-12-schools/
https://www.nytimes.com/2021/09/30/style/finsta-instagram-accounts-senate.html
https://www.nytimes.com/2021/09/30/style/finsta-instagram-accounts-senate.html
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Participants asserted that one factor that guides young users to mixed audience sites is 
the dearth of child-only spaces online (both content platforms like YouTube Kids and 
interaction platforms like Minecraft). While more research is needed to understand 
the challenges and best practices in creating more child-focused spaces, participants 
suggested that it might be helpful to consider parallels from the physical world, like 
playgrounds, kids’ museums and more. With more digital options for age appropriate 
and youth-focused platforms, young users could have safer online spaces to congregate, 
instead of being pushed to join mixed audience sites. 

2. Global standards and independent third-party organizations to facilitate age 
verification. 

Researchers noted the importance of standards bodies in developing standards for 
age-verification that would give effect to certain widely accepted privacy rules such as 
isolating age-verification data from other data. One legal researcher noted that there 
may be viable solutions to create a third-party, non-profit entity that authenticates a 
user’s age without giving an online service access to the user’s identity and sensitive 
information (Hanaoka et al., 2024; EuConsent Making the Internet Age-Aware, n.d.), 
as is being piloted in some places in Europe (Borak, 2024). At the same time, others 
argued that this would raise concern about new actors that could collect and sell 
sensitive data on users, including their government ID, to bad actors, in the absence of 
a federal privacy law in the U.S. and in many areas of the world. Participants noted that 
there are a few privacy-preserving ways to equip users with a digital ID to use online 
to prove their age, with the eID pilot in the EU being one example (European Digital 
Identity (eID), n.d.) but that the viability and desirability of this hinges on additional 
legal privacy protections, which they said the US currently lacks federally and for many 
states.

3. Researcher access to data on the presence of young users across platforms.

Participants remarked on the lack of data regarding what platforms know about how 
users join and use their services based on age. In particular, one researcher noted 
that there was very little information on the experiences of users at the precipice of 
early adolescence (ages 11-13). Some researchers have conducted surveys to highlight 
the impact of early adolescent use of online services on digital behavior and literacy. 
However, in the absence of data directly from platforms on how many early adolescent 
users are actually there, researchers and policymakers are in the dark on the scope of the 
problem (Charmaraman et al., 2022).

Connection: Age-appropriate Access to Online Services

https://doi.org/10.6028/NIST.IR.8525
https://euconsent.eu/
https://www.biometricupdate.com/202405/belgium-launches-national-digital-identity-wallet
https://www.consilium.europa.eu/en/press/press-releases/2024/03/26/european-digital-identity-eid-council-adopts-legal-framework-on-a-secure-and-trustworthy-digital-wallet-for-all-europeans/
https://www.consilium.europa.eu/en/press/press-releases/2024/03/26/european-digital-identity-eid-council-adopts-legal-framework-on-a-secure-and-trustworthy-digital-wallet-for-all-europeans/
https://doi.org/10.1016/j.chb.2021.107053
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Another researcher pointed to the passage of COPPA, the Children’s Online Privacy 
Protection Act passed in 1996, as a driver for this opacity. COPPA introduced 
additional privacy and parental consent requirements for online services directed to 
children under 13. This research suggested that in response to COPPA, online service 
providers began modifying their terms of service to prohibit users under 13 from 
accessing their services. This, they argue, has led to under-monitoring users who were 
suspected of being under age — providers may fear liability under COPPA’s privacy 
and consent requirements, which apply when they have “actual knowledge” that a user 
is under 13 (Complying with COPPA, 2020). Researchers argue that this has resulted in 
opacity for researchers who study users under the age of 13 due to inability to get data 
or an understanding of user behavior of very young users on major online platforms. 

Complaints about the lack of access to information related to the ages of users on 
platforms were couched in a broader discussion of the lack of access to platform data, 
particularly as the few mechanisms to facilitate access to data have been either collapsed 
or made prohibitively expensive (CDT 2024; Stokel-Walker, 2023).

https://www.ftc.gov/business-guidance/resources/complying-coppa-frequently-asked-questions
https://cdt.org/insights/cdt-joins-letter-urging-meta-to-maintain-crowdtangle-election-integrity-efforts-in-advance-of-historic-year-of-elections/
https://www.wired.com/story/twitter-data-api-prices-out-nearly-everyone/
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Content: Materials 
Online and 
Platforms that 
Moderate Them

“C ontent” refers to any material that users interact with 
on digital platforms, including videos, images, text posts 
and advertisements. Much of the policy conversation on 
this topic looks into how to design “age-appropriate” 

spaces with “age-appropriate” content (e.g., excluding violent, sexual, 
and other extreme content). Nevertheless, and as highlighted in the 
symposium roundtable, the boundaries of what is and is not age-
appropriate remain subjective and difficult to agree on.

The topic of content is strongly tied to platform content moderation 
and recommendation systems, which act as the primary mechanisms 
for managing what content is shown and to whom. These systems — 
whether human, algorithmic, or more often a combination of both 
— play a critical role in determining the visibility of content based on 
age, preferences, and safety considerations. Managing content that is 
presented to young people on digital platforms is an ongoing challenge 
for platforms, trusted adults, and young people themselves. 

Based on the discourse, participants suggested that improving content 
exposure and filtering on digital platforms requires both immediate 
enhancements to existing tools and a long-term shift in how platforms 
approach content management and moderation. The discussion 
centered on how prioritizing user agency and control and integrating 
transparency and human oversight into algorithmic systems can create 
safer and more positive content experiences for young people.

Current Weaknesses in Platform 
Content and Moderation Systems

1. Difficulty in defining age-appropriate content.

Platform moderation systems are processes designed to filter and curate 
the vast amount of user generated content shared on digital platforms. 
These processes encompass a combination of human moderators, 
automated content analysis, recommender systems, user reporting tools, 
and community guidelines to determine what content is visible, flagged, 
and removed. Broadly, moderation systems aim to enforce platform 
policies, comply with legal standards, and create a safe and easy to use 
user environment.
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Despite their capabilities, participants assert that moderation systems have notable 
limits, which can have an effect on users, especially more vulnerable users like youth. 
One of the main challenges, participants noted, was in shaping automated content 
analysis systems to prioritize “age-appropriate” content when what exactly is “age-
appropriate” is frequently disagreed upon amongst different communities. But as 
attendees pointed out, even if there is agreement, automated content analysis systems 
can misidentify or fail to catch all inappropriate or harmful content, especially when 
users deliberately bypass platform rules through codified language (Duarte & Llansó, 
2017). 

Moreover, participants pointed out that automated filtering technologies sometimes 
inadvertently limit users from accessing content that is appropriate (Kids Online 
Health and Safety Taskforce, 2024). Previous research that they mentioned showed that 
over-filtering can lead to excluding important content such as LGBTQ+ content (York, 
2021). For example, some filters have previously blocked developmentally appropriate 
explorations of sexuality that were deemed inappropriate, reducing access to content 
for LGBTQ+ youth and questioning communities. As participants noted, this is in 
part due to the fact that algorithms cannot always accurately classify nuanced content, 
especially in cases where the difference between harmful and educational material (e.g., 
sexual health or LGBTQ+ content) is subtle. This becomes even more complicated and 
nuanced with the use of cultural and linguistic variations, leaving significant gaps in 
moderation efforts (Nicholas & Bhatia, 2023).

2. Engagement-based amplification of content can be harmful.

Participants repeatedly emphasized that most platforms use engagement-based 
algorithms that recommend content based on user interactions, not based on their 
actual stated preferences, and thus fail to distinguish between user interest and user 
engagement. In other words, just because a young user spends time on a video does 
not mean they want to see more of it, but as attendees noted, algorithms interpret 
engagement as a preference and tend to recommend similar content.

Participants explained that this is particularly problematic with questionable, extreme 
or harmful content — if a minor watches one inappropriate video (which could happen 
due to mere curiosity), the algorithm might suggest more similar content, potentially 
reaching a point where their feed is flooded with harmful material.

Just because a young 
user spends time on a 
video does not mean 
they want to see more 
of it, but as attendees 
noted, algorithms 
interpret engagement 
as a preference and tend 
to recommend similar 
content.

https://cdt.org/insights/mixed-messages-the-limits-of-automated-social-media-content-analysis/
https://cdt.org/insights/mixed-messages-the-limits-of-automated-social-media-content-analysis/
https://www.ntia.gov/sites/default/files/reports/kids-online-health-safety/2024-kohs-report.pdf
https://www.ntia.gov/sites/default/files/reports/kids-online-health-safety/2024-kohs-report.pdf
https://www.eff.org/deeplinks/2021/08/how-lgbtq-content-censored-under-guise-sexually-explicit
https://www.eff.org/deeplinks/2021/08/how-lgbtq-content-censored-under-guise-sexually-explicit
https://doi.org/10.48550/arXiv.2306.07377
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Content: Materials Online and Platforms that Moderate Them

3. The challenging tension between wanting to share sensitive content (e.g., 
sexual imagery) and controlling its spread.

Participants agreed that the sharing of intimate content by youth presents a significant 
challenge. While there are differing opinions among adults regarding the behavior 
itself, research finds that many youth choose to share such content as a normal part of 
exploring their identity, engaging in relationships, or expressing themselves (Hasinoff, 
2015). On the other hand, participants noted, the associated risks are significant, 
including unauthorized redistribution, exploitation, and long-term harm to their 
reputations or mental health. Research supports the claim that platform moderation 
systems, designed to limit the spread of sensitive or explicit material, often struggle to 
strike the right balance of protecting youth from harm while avoiding increasing stigma 
around sexual expression (Qin et al., 2024).

One participant pointed out that there are available tools such as blocking and 
flagging, but controls that can minimize unauthorized sharing of sensitive content 
are less available and may have limited efficacy (SafeDigitalIntimacy.Org, n.d.b.). 
Screen-capturing, for instance, further complicates content protection. According to 
participants, this tension underscores the need for thoughtful, nuanced approaches that 
protect teens from harm without unduly restricting their agency or ability to engage in 
self-expression.

4. Extensive exposure to ads, including ads misaligned with interests or age-
inappropriate.

Young users, like all users, are exposed to advertisements online. Sometimes, these 
ads are not aligned with their interests, or are inappropriate for their age group, but 
participants claimed that there are very limited ways of changing that. Prior research 
showed that ad controls are largely ineffective, and generally fail to provide users with 
a way to express their ad preferences (Ali et al., 2023). With few semantic controls 
existing (e.g., “less eating disorder content,” a setting on YouTube), attendees noted, 
users need to use vague tools like “show me less” and “snooze” to try to manipulate 
their algorithm to match their actual preferences. 

One participant pointed out that features that do allow more specific forms of control, 
like turning off ads based on a specific interest, are somewhat ineffective, as research 
shows that, for example, over 25% of advertisers on Facebook do not make use of user 
interests to target their ads (Ali et al., 2023). Researchers have flagged in past reports 
that all users including youth would benefit from more control over the content that 
appears on their feeds (Marwick et al., 2024).

Research finds that 
many youth choose to 
share such content as a 
normal part of exploring 
their identity, engaging 
in relationships, or 
expressing themselves. 
On the other hand, 
participants noted, 
the associated risks 
are significant, 
including unauthorized 
redistribution, 
exploitation, and long-
term harm to their 
reputations or mental 
health.

https://books.google.com/books?hl=en&lr=&id=lD7oBgAAQBAJ&oi=fnd&pg=PP1&dq=sexting+panic&ots=Tw3hT1_zej&sig=-pfaaSRBO_VKCyKM8gEGp7itwZU
https://books.google.com/books?hl=en&lr=&id=lD7oBgAAQBAJ&oi=fnd&pg=PP1&dq=sexting+panic&ots=Tw3hT1_zej&sig=-pfaaSRBO_VKCyKM8gEGp7itwZU
https://www.usenix.org/conference/usenixsecurity24/presentation/qin
https://www.safedigitalintimacy.org/state-of-the-industry
https://www.usenix.org/conference/usenixsecurity23/presentation/ali
https://www.usenix.org/conference/usenixsecurity23/presentation/ali
https://doi.org/10.21428/bfcb0bff.de78f444
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A broader discussion on the topic was whether ads are at all appropriate for younger 
users, given that they may be more vulnerable to manipulation, and may lack the 
literacy skills to differentiate between ads and content. This is a years-long argument 
predating the internet-era, with orgs like Fairplay advocating for a ‘commercial-
free childhood’ (The Facts about Marketing to Kids, n.d.). Thus, some participants 
suggested that platforms should be prohibited from presenting ads to minors 
altogether.

Future Opportunities: More preference-based 
and control-based tools to manage content

1. Replace engagement-based with preference-based.

Some participants suggested that platforms should consider moving away from 
engagement-based algorithms toward models that focus on user preferences, as previous 
advocacy efforts have suggested (Szymielewicz, 2024). For instance, recommender 
systems can allow users to select their interests, or to flag content they are not interested 
in, even if their behavior (i.e., engaging with content) signals otherwise to platforms. 
Participants said that research into non-engagement-based content curation models 
offers a promising alternative to current recommendation systems (Cunningham et al., 
2024; Stray et al., 2024). These models could present content based on a user’s stated 
preferences rather than relying solely on their past interactions, potentially leading 
to more accurate and safer recommendations. Participants advocated that platforms 
should provide user-friendly tools to enable users to proactively establish preferences 
about items to be recommended and items to be blocked to ensure the content is 
aligned with what they actually want to see.

2. Human oversight in moderation when possible.

Participants proposed that human oversight in content moderation should be 
prioritized, especially in cases where algorithms are likely to miss the nuance of what 
is appropriate for different age groups, and where there may be cultural differences 
in what people consider to be suitable for young users. Further, participants noted, 
moderation teams with expertise in child safety and digital literacy should play a larger 
role in curating content for young users.

Participants advocated 
that platforms should 
provide user-friendly 
tools to enable users to 
proactively establish 
preferences about items 
to be recommended and 
items to be blocked to 
ensure the content is 
aligned with what they 
actually want to see.

https://nepc.colorado.edu/sites/default/files/CERU-0502-115-OWI.pdf
https://panoptykon.org/sites/default/files/2024-03/panoptykon_peoplevsbigtech_safe-by-default_briefing_03032024.pdf
https://doi.org/10.48550/arXiv.2402.06831
https://doi.org/10.48550/arXiv.2402.06831
https://doi.org/10.1145/3632297


21

Michal Luria and Aliya Bhatia

Content: Materials Online and Platforms that Moderate Them

3. Proactive content protections. 

Participants shared that some platforms offer parental control tools that would 
mediate content, but that they are often ineffective and difficult to use. According to 
participants, parental control tools often offer limited options and lack granularity, 
leaving significant gaps in the types of content that can be filtered. Some mentioned 
that parental controls also do not keep up with emerging forms of content or the slang 
that youth use to bypass restrictions. 

Instead, participants say that previous research and design efforts have proposed a range 
of platform-side features that could scaffold content for young people in a manner that 
leaves control in users’ hands and supports their sense of agency, potentially dissuading 
them from using circumvention tactics. For example, some suggested encouraging 
platforms to implement just-in-time nudging features that warn users before they 
view inappropriate content, like nudity detectors or content warnings. This proactive 
approach is said to give young users more control over unwanted exposure to content 
without relying entirely on reactive blocking and reporting tools.

Several participants mentioned that in the context of sensitive content sharing, such 
as intimate content, more robust protections should be implemented, for example, 
ones that would prevent screenshots of intimate content. That said, participants 
noted that users also need to be able keep records of abusive behavior for reporting 
purposes. One way that was suggested to address this gap is to apply an e-discovery type 
approach in which platforms retain records of unsent or expired content for a disclosed 
period of time to equip users to send or refer to a report regarding that content later 
(SafeDigitalIntimacy.Org, n.d.a).

4. Greater transparency and awareness of safety features. 

In addition to providing users with greater control, participants noted that platforms 
should offer more transparency about content presentation and content moderation. 
They suggested that a better understanding of these processes alongside increased 
visibility of what content-related tools and settings exist or are turned on by default can 
support user agency in shaping their own experience and staying safe online. Although 
platforms have implemented new safety features like the ability to block specific 
hashtags or types of content, young users do not always know their feeds are able to be 
changed.

For example, some 
suggested encouraging 
platforms to implement 
just-in-time nudging 
features that warn 
users before they view 
inappropriate content, 
like nudity detectors 
or content warnings. 
This proactive approach 
is said to give young 
users more control over 
unwanted exposure to 
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entirely on reactive 
blocking and reporting 
tools.

https://www.safedigitalintimacy.org/recommended-features
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Transparency should also include transparency around ads, participants noted, as 
well as user-friendly and semantic-based ad control systems that would allow youth 
and their parents to clearly indicate the kinds of ads they do or do not want to see. 
This would help limit exposure to inappropriate ads that research shows are currently 
slipping through the cracks of automated systems (Gak et al., 2022). Some symposium 
participants pointed to prior research that explored ways of making ad control more 
accessible to users (Im et al., 2023); others suggested that banning advertising to 
youth altogether should also be considered, although this may raise First Amendment 
implications.

https://doi.org/10.1145/3555102
https://doi.org/10.1145/3544548.3580773
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Communication: 
Connecting to 
Others on Digital 
Platforms

M ore than anything else, participants say youth use social media 
and other online platforms as a means of communication 
with others, including school friends and trusted adults, as 
well as individuals they do not know (Luria & Scott, 2023). 

Researchers and advocates asserted that young people’s ability to 
communicate freely is vital for their development, and overly restricting 
this capacity can have significant downstream effects on their social and 
emotional well-being (Ybarra et al., 2015; Gray et al., 2023). Researchers 
in the symposium pointed out several current drawbacks in digital 
communication and how they can be addressed.

Current Weaknesses in Communication 
Channels with Others Online

1. Under-moderated digital environments

Platforms with high interaction rates and unique interaction modalities 
(e.g., avatars, in-game chat) are often under-moderated, according to 
participants. Although these can be spaces for peer connection and 
community, they can also expose youth to hate speech and harassment 
(Breuer, 2017). Some participants noted that unfiltered or live chat 
features, especially in multiplayer gaming and streaming platforms, 
are challenging to moderate effectively (Gorwa & Thakur, 2024). One 
participant noted the possibility of direct communication between users 
on these platforms that tend to have a greater volume of unknown users, 
which can pose safety risks to younger users.

2. Limitations of blocking and reporting mechanisms

Prior research has shown that youth generally understand blocking 
and reporting functions but tend not to use them due to perceived 
ineffectiveness and limited trust in platforms’ response actions (Vilk & 
Lo, 2023); according to researchers, many teens express concern that 
reporting someone’s behavior can trigger retaliation, is likely to have 
negligible impact, or will simply be ignored. One participant shared 
that reporting inappropriate behavior and conversation in gaming 
environments is even more challenging, as it includes multiple steps and 
is more disruptive to the gameplay. 

According to 
researchers, many teens 
express concern that 
reporting someone’s 
behavior can trigger 
retaliation, is likely to 
have negligible impact, 
or will simply be ignored.

https://cdt.org/insights/more-tools-more-control-lessons-from-young-users-on-handling-unwanted-messages-online/
https://doi.org/10.1016/j.chiabu.2014.08.006
https://doi.org/10.1016/j.jpeds.2023.02.004
https://www.researchgate.net/publication/316741298_Hate_Speech_in_Online_Games
https://cdt.org/insights/real-time-threats-analysis-of-trust-and-safety-practices-for-child-sexual-exploitation-and-abuse-csea-prevention-on-livestreaming-platforms/
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Participants pointed out another aspect of reporting that is not as frequently talked 
about but that is especially relevant in the context of gaming platforms — the 
weaponization of safety features such as reporting and blocking to exclude and harass 
others. According to participants, safety tools, while essential, are sometimes exploited; 
recent reports suggest that young people use reporting and blocking tools maliciously 
to remove others’ content or to prevent others from accessing platforms (i.e., “mass 
reporting”) (Han et al., 2023; Elswah, 2024). They suggest that such abuse often goes 
unchecked on gaming platforms and raises equity concerns, particularly for vulnerable 
and marginalized youth.

3. Impact of social media norms and default settings on youth behavior 

As social media content shapes norms and expectations among youth, participants in 
the symposium highlighted the substantial impact of platform design choices on youth 
behavior, particularly the reliance on default interaction and communication settings. 
These defaults often dictate how users initially engage with the platform, shaping their 
experiences and setting the tone for their online behavior. Some researchers argue that 
existing defaults tend to prioritize engagement or ease of access, but that they tend 
to perpetuate risks of addictive online behavior and potentially increase exposure to 
harmful conduct (Flayelle et al, 2023).

Additionally, participants underscored the variability in moderation frameworks and 
default protections across different platforms. Some expressed concern that when 
teens gravitate toward platforms with weaker moderation and safeguards, they may be 
exposed to more risk. In such spaces, participants emphasized that the need for robust 
defaults designed with user safety in mind is even more crucial.

Future Opportunities: Scaffolding safe 
communication for youth

1. Privacy-first, opt-in public communication.

Participants suggested that platforms should implement the most privacy-preserving 
settings as default for youth, and potentially all, accounts, requiring opt-in for expanded 
communication options or public profile settings.

Participants in the 
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default interaction 
and communication 
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https://doi.org/10.1145/3579609
https://cdt.org/insights/moderating-maghrebi-arabic-content-on-social-media/
https://serval.unil.ch/resource/serval:BIB_9A39B27E272B.P001/REF.pdf
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2. Simplified and accessible user tools.

There was also agreement that platforms should streamline reporting features to 
be accessible and easy to use, with an emphasis on gaming platforms that tend to 
have fewer user safety tools. That could include, for example, a tool that informs 
users of basic response actions (e.g., muting, blocking, reporting) as well as any 
additional responses, such as temporary removal from chat groups or restricted private 
communication from unknown users. Participants emphasized that transparency 
on both feature availability and platform response processes (such as follow-up 
notifications of reported users), could encourage more consistent engagement with 
reporting tools (Luria & Scott, 2023).

3. Research on diverse user needs and feature efficacy.

Participants highlighted the need for inclusive research focusing on how different 
demographic groups experience platform communication managing tools, especially 
their engagement with privacy settings and reporting tools. Additional studies are also 
needed on the efficacy of new tools that have been introduced in various platforms, as 
well as on the trade-offs between safety and user connection, and how they manifest 
among different demographic groups.

4. Digital literacy, skill building and community support. 

Some participants suggested investing in integration of onboarding modules that 
educate users on platform tools, privacy settings, and safe interaction with others as an 
approach to raise awareness to risks and mitigation strategies, especially if designed in 
an engaging and interactive manner. Such tutorials, they said, can help teens establish 
healthy online behaviors and identify appropriate responses to negative interactions. 
Previous research has similarly suggested that helping kids gain digital literacy may be 
more effective in the long run than restricting access (Livingstone et al., 2019).

Communication: Connecting to Others on Digital Platforms
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https://cdt.org/insights/more-tools-more-control-lessons-from-young-users-on-handling-unwanted-messages-online/
https://eprints.lse.ac.uk/101283/1/Livingstone_childrens_data_and_privacy_online_evidence_review_published.pdf
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Characteristics: 
Design Choices 
that Impact 
Interaction

M uch of the current policy discussion on child safety focuses 
on the design features and affordances of online services that 
guide users towards either “negative” or “positive” experiences 
online. Some features that gained extensive attention 

from both researchers and policymakers include content autoplay, 
recommendation to add friends, and notifications ‘nudges’ that attempt 
to encourage users to interact when they have gone idle online. While 
there are many specific features that may impact behavior, participants’ 
conversation centered mostly on features that attempt to increase time 
online and the tendency towards parental control. Participants also 
extensively discussed the dire need for more data and research that 
examines the impact of design patterns and safety features. 

Current Weaknesses in the Design 
Choices that impact Youth Behavior 
Online

1. Design elements encouraging extended use.

Participants noted that infinite scroll, autoplay, and variable rewards 
exemplify “persuasive design” or “dark patterns,” user interface elements 
designed specifically to retain users, including youth, on a platform 
for extended periods of time. They suggested that these features often 
prioritize platform engagement over user well-being and may contribute 
to the overuse of digital platforms. While there have been some efforts 
to monitor these behaviors, like screen-time overviews, little is known 
about the effectiveness of these features and how they interact with 
session-prolonging designs on digital platforms.

2. Limited data on the impact on wellbeing and mental health.

Participants identified that part of the reason there is little known about 
the outcomes of a range of design choices and platform features is that 
most data collected by companies lacks standardized, validated measures 
of mental health, loneliness, and overall user wellbeing, and any such 
data that does exist is not made available to independent researchers. 
Instead, datasets often prioritize usability metrics or opinion polls, 
offering a narrow view of user experiences and overlooking impact on 
user wellbeing. 
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Researchers said that this creates a critical knowledge gap about how specific design 
features affect users, both on and off the platform. They noted that it is also very 
difficult to measure the impact of a single change to a user interface, especially as 
many changes are not optional for users. For instance, the impact of platform content 
warnings on users’ mental health and well-being remains largely unexplored and 
empirically hard to measure. Without more data that aims to answer these complex and 
sensitive questions, researchers noted, it is very difficult to assess which safety features 
and designs can foster healthier behavior.

3. Parental controls as a default protection measure.

Many platforms provide parental controls to improve and oversee child safety 
online, yet participants explained that these are frequently difficult to navigate or are 
inadequate, and that many parents lack the digital literacy to use them effectively. One 
participant noted that parents with multiple jobs, those who do not speak a dominant 
language, or those from different socioeconomic or ethno-cultural backgrounds may 
have different exposure or willingness to make use of parental controls (Milosevic 
et al., 2022); a study conducted by Data & Society finds that parents and caregivers 
with higher incomes and more education are more likely to help their children 
navigate privacy settings and other online spaces than parents with lower incomes and 
educational attainment levels (Redmiles, 2018).

Moreover, participants noted that parental intervention has been shown to be limited in 
its effectiveness and can even lead to adverse outcomes (Stoilova et al., 2023). Thus, they 
argued that while a focus on parental controls and features may meet the expectations 
of parents, it tends to overlook the perspectives and needs of young users themselves. 
Participants particularly raised concerns related to parental control and supervision 
tools being weaponized against young LGBTQ+ users or any users who find themselves 
in unsupportive family dynamics or have parents who are unable to navigate digital 
environments.

Future Opportunities: More customized 
experiences alongside research and data sharing

1. Introducing features for greater user control and flexibility.

Participants suggested that platforms could enhance user agency by offering tools 
that provide more control and more choice regarding how platforms and features are 
presented to them. One example that was discussed was an “algorithm reset” button 
would allow users to “clear” their algorithmic preferences when they notice the 

Characteristics: Design Choices that Impact Interaction

https://doi.org/10.3389/fpsyg.2021.698176
https://doi.org/10.3389/fpsyg.2021.698176
https://doi.org/10.1609/icwsm.v12i1.14997
https://doi.org/10.1080/17482798.2023.2265512
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platform pushing unwanted content, be that extreme content or simply content they 
are not interested in. 

2. Research on the effectiveness of screen time reduction and other safety 
features.

Attendees stated that in recent years platforms have introduced many kinds of safety 
features, but there is very limited understanding on how such features (e.g., screen 
time limits, content filters, etc.) truly impact user wellbeing on digital platforms. They 
said that there is a need for more research to be conducted, specifically research that 
evaluates real-world impacts of platform safety tools and features — understanding how 
effective these measures are across different platforms would be essential to determine 
what safety approaches work best. One participant elaborated that different methods 
may prove more suitable for certain types of platforms or user demographics. 

3. Increased platform data and knowledge sharing.

Part of the reason for the minimal knowledge on the effectiveness of safety features, 
according to participants, is the limited access to research findings conducted within 
companies. Some participants noted that platform data could also be beneficial as it 
would allow independent or academic researchers to do the research themselves, but 
that too is restricted. Thus, participants agreed that encouraging greater transparency 
and fostering privacy-protective data sharing between companies and researchers can 
help shed light on the effectiveness of current and future safety features. This kind 
of knowledge would be crucial for stakeholders and policymakers to develop more 
informed and impactful safety tools for all users.

Attendees stated that in 
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Overarching 
Themes and Areas 
of Agreement

T he discussions during the symposium revealed that while each 
roundtable focused on distinct aspects of child safety online — 
Connection, Content, Communication, and Characteristics — 
many themes and challenges transcended individual categories. 

These overarching themes highlight the interconnectedness of the issues 
and the need for holistic approaches to improve youth safety in digital 
environments. Below, we synthesize some of those areas of agreement 
that emerged across discussions, such as the need for more research and 
access to data on current interventions, and the value of youth-led and 
youth-centric perspectives throughout. 

1. Not all children are the same. 
Across all themes, researchers repeatedly noted that young users 
experience online services and harms differently. Thus, it is important 
to tailor safety measures to specific user groups in addition to specific 
harms. Some researchers who had expertise working with marginalized 
children raised the importance of understanding how harms manifested 
for different youth communities and how to tailor solutions to their 
unique challenges. Overall researchers agreed that more research on 
different youth populations and their experiences online was essential 
to better inform future policy (LGBTQ Young People of Color in Online 
Spaces, 2023).

2. Not all children and parents use 
technology the same way. 

Additionally, researchers flagged that different children and caregivers 
interact with technology differently. One researcher noted that the way 
users of all ages interact with online services and how they experience 
harmful outcomes differ by age, education level, socioeconomic status, 
and more. They argued that some young users face barriers when 
attempting to access safety tools that were not designed with their 
needs in mind. Some common assumptions that participants raised 
include: that all households are the same; that digital skills and literacy 
are uniformly available across households; that all users have similar 
socioeconomic status and cultural backgrounds; that parents are 
involved in scaffolding digital communication and are involved in good 
faith; and that everyone has the same cognitive and physical ability to 

https://www.thetrevorproject.org/research-briefs/lgbtq-young-people-of-color-in-online-spaces-jul-2023/
https://www.thetrevorproject.org/research-briefs/lgbtq-young-people-of-color-in-online-spaces-jul-2023/
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access online safety tools. One tool developed by researchers at the University of Notre 
Dame and Vanderbilt University that was shared with the group is a tool that collects 
user experiences on social media to aid in understanding diverse experiences (Badillo-
Urquiola et al., 2022). 

3. Limited data on current interventions and their 
effect on wellbeing.

Participants agreed that limited data access is part of what impedes a full and 
comprehensive understanding of the harms young people experience and the best ways 
to support them. Participants echoed that without access to significant and meaningful 
usage data from online services, online experiences and harms young people face online 
would be very difficult to capture, and as a result, researchers and policymakers would 
stay in the dark about recommending future safety measures. The conversation surfaced 
a few key issues on limited data.

First, participants explained that the data online services make available to researchers is 
often of limited perspective or value and is increasingly difficult to access. For instance, 
X and Meta have historically made data available to researchers studying how their 
services fit into the larger information environment. But in the last few years, X has 
increased the price of API access, making it prohibitively expensive to most researchers 
and institutions; Meta has shut down its researcher-access platform, CrowdTangle; one 
participant noted that more niche services commonly used by young users offer even 
less consistent access to data.

Second, participants observed that very limited information is available about how 
young marginalized users benefit from and are harmed by digital communication, and 
what safety measures are effective in supporting them. This includes LGBTQ+ youth, 
youth of color, youth across socioeconomic strata, youth with disabilities, foster youth, 
and immigrant youth. The sensitivity of researching these communities already makes 
it a difficult area of research, and this is exacerbated, as participants noted, as academia 
tends to not hold this type of research in high regard, compared to studies that capture 
larger and more “general” user groups. In turn, it disincentivizes academics from doing 
research on more nuanced experiences, and instead encourages more generalizable 
research (i.e., research on a more representative sample or a sample of the “majority of 
users”).

Finally, participants noted that data is even more limited on the youngest of online 
users, especially those under 13, as most platforms are required by law to restrict their 
services to users aged 13 and older. Nevertheless, some youth under 13 are using digital 
platforms, and are especially vulnerable to harm online. 

Participants agreed that 
limited data access is 
part of what impedes a 
full and comprehensive 
understanding of the 
harms young people 
experience and the 
best ways to support 
them. Participants 
echoed that without 
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from online services, 
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harms young people face 
online would be very 
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as a result, researchers 
and policymakers would 
stay in the dark.

https://doi.org/10.1145/3491101.3519888
https://doi.org/10.1145/3491101.3519888
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4. The need for specificity in defining concerns. 

Participants observed that concern frequently expressed about screen time and digital 
platform use often lacks specificity. They suggested that one way of moving forward 
toward addressing harms is to talk more specifically about people’s fears; answering 
questions about concrete scenarios and interactions that youth experience, and specific 
harms that should be addressed can make discussions more productive.

5. Recognition of the connection between offline 
and online harms.

Several participants argued that recognizing and addressing the interplay between 
offline environments and online behaviors is crucial to create more effective safety 
strategies. Some examples they noted were that children from homes with violence 
or low parental involvement may spend more time online, gravitate towards certain 
types of content, or engage on specific platforms in ways shaped by their offline 
circumstances. These patterns are examples that are often less influenced by parental 
controls or safety measures and more by lived experiences. By addressing these 
connections holistically, participants noted that platforms and policymakers can 
develop solutions that account for the broader context of kids’ lives.

Overarching Themes and Areas of Agreement

One way of moving 
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addressing harms is to 
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make discussions more 
productive.
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From Insights to 
Action: Practical 
Steps towards 
Safer Digital 
Spaces

T he symposium underscored a critical need for design, 
moderation, and policy strategies that not only protect youth 
but also respect their agency. Participants agreed that this 
combined approach encourages youth empowerment while 

providing safety tools and improving digital literacy. Future efforts 
should extend to fostering safe, supportive environments that align 
with youth developmental needs and social realities, participants say, 
as a way of preparing them to engage responsibly and healthfully in a 
digitally interconnected world. Below, we share actionable strategies that 
participants identified as ways to potentially address current concerns 
about interaction and communication on digital platforms, and moving 
towards safer environments for young users and all users.

1. User defaults as a step towards 
protecting children. 

Due to disparate levels of familiarity and literacy with online safety 
tools and practices, researchers agreed that setting high defaults is one 
step in the right direction, especially for young users. These defaults 
can include setting accounts to private upon creation, limiting 
recommendations of users’ content to friends or people who follow 
them, or limiting messaging capabilities to people they know.

2. Enhanced user control and 
customization.

Participants suggested that platforms should offer customizable tools 
that empower youth to shape their own experiences and to mitigate 
some of the risks they encounter themselves. Features that participants 
suggested include a reset option for recommendation algorithms, 
permanent filters to block certain types of content, and clear settings to 
opt out of data collection and personalization when using AI platforms.

3. Nuanced, research-driven and 
context-sensitive design choices. 

Participants said that platforms should move beyond screen-time 
limits and adopt a more holistic perspective, focusing on use cases and 

Future efforts should 
extend to fostering 
safe, supportive 
environments that 
align with youth 
developmental needs 
and social realities, 
participants say, as a 
way of preparing them 
to engage responsibly 
and healthfully in a 
digitally interconnected 
world.
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contextual factors (e.g., the type of content viewed, purpose of use). Further research, 
including internal studies, could inform how design features affect youth based on 
variables such as mental health, cultural background, and personal experiences. This 
kind of research could help identify support mechanisms tailored to individuals’ 
unique needs without compromising their autonomy.

4. Transparency and data access to individual 
researchers. 

Participants identified a pressing need for platforms to provide researchers with 
controlled access to data, as mandated by policies like the Digital Services Act (DSA) in 
the EU. This transparency would help researchers evaluate the effectiveness of design 
changes and features that set out to promote youth wellbeing. 

5. Develop resources for young people to acquire 
and share digital safety skills.

One researcher noted that young users needed to be taught digital skills and online 
safety “just like we teach skills in driver’s education, health and sex education” and that 
it required repetitive training and frequent reminders. Others agreed that kids need to 
be prepared to use digital tools and platforms over the course of their lives — shielding 
them completely until they turn eighteen is unlikely to be the answer. Participants 
suggested that a better approach may be to gradually prepare them as they grow, 
providing increasing autonomy along with the necessary scaffolding (Park et al., 2024).

Researchers further noted that not all users, particularly young users, were aware of the 
possible harms they may be exposed to online. For example, a poll conducted by Pew 
Research found that LGBTQ+ youth were more likely than their heterosexual peers 
to think that social media may expose them to harm online (Gelles-Watnick & Vogels, 
2023). The finding held with generative AI systems, with 34% of LGBTQ+ youth 
asserting that they didn’t use generative AI tools due to concerns about inaccuracy 
and bias, as compared to only 14% of their straight and cis-gendered peers (Odgers 
& Jensen, 2020). This highlights the opportunity for greater investment into digital 
literacy and more tailored literacy resources for different communities. 

One promising opportunity to make sure online safety principles were taught and 
retained that was mentioned in conversation is enabling peer-to-peer education and 
discussion. A participant shared prior research that found that young users are the most 
effective in setting good practices and modeling social norms for other young users on 

From Insights to Action: Practical Steps towards Safer Digital Spaces
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https://doi.org/10.1109/MSEC.2024.3417804
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online platforms. In other words, young users are more likely to listen to other young 
users when it comes to developing an understanding of norms online (James et al., 
2017).

6. Consider pathways to shape norms on online 
platforms. 

Some researchers noted that developing robust onboarding processes on platforms 
commonly used by young users may be one way to familiarize them with best practices 
and norms that would keep them and others safe (Digital Wellness Lab at Boston 
Children’s Hospital, 2023). Researchers noted that some platforms already hosted 
versions of this — for example, gaming spaces and online groups sometimes require 
users to agree to rules or restate them before being granted access to an online service. 
Limitations were also raised, as some participants argued this can quickly become 
performative, as in click-through end-user license agreements.

https://publications.aap.org/pediatrics/article/140/Supplement_2/S71/34171/Digital-Life-and-Youth-Well-being-Social
https://publications.aap.org/pediatrics/article/140/Supplement_2/S71/34171/Digital-Life-and-Youth-Well-being-Social
https://digitalwellnesslab.org/wp-content/uploads/Digital-Wellness-Lab-White-Paper-Civility-Online.pdf
https://digitalwellnesslab.org/wp-content/uploads/Digital-Wellness-Lab-White-Paper-Civility-Online.pdf
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Conclusion T he symposium underscored the complexity of creating 
safer online environments for young users. With a range of 
backgrounds and expertise, participants explored the nuanced 
challenges and opportunities in addressing child safety online, 

primarily on four broad and predefined topics: connection, content, 
communication and characteristics. 

A recurring theme throughout the event was the need for collaboration 
between researchers, policymakers, and platform designers. Bridging 
the gap between research and policy is essential to ensuring evidence-
based, rights-respecting digital environments that protect and empower 
young users. Fostering partnerships and developing frameworks would 
strengthen the integration of research insights into policymaking 
processes.

The symposium marked an important step forward by highlighting 
a range of challenges and opportunities for action. Nevertheless, 
participants acknowledged that achieving safer online spaces for youth 
will demand continued dialogue informed by rigorous research and 
inclusive perspectives, as well as follow-up action, such as building 
coalitions and piloting some of the suggested interventions while 
measuring their effectiveness.

By sustaining momentum and expanding on the strategies discussed, 
researchers, policymakers and platform developers can work toward 
a shared goal: creating a digital ecosystem where young people and all 
people thrive, are safe, and have their rights and agency upheld.
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