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Executive Summary

According to reports, about 95% of U.S. teens have access to smartphones and use the internet daily, which for most includes social media and messaging platforms (Vogels et al., 2022; Nesi et al., 2023). This ubiquity has raised much concern about its contribution to a teen mental health crisis among parents, educators, and legislators (Lima, 2023b). Research paints a more complex picture of the impacts of social media and messaging, finding both benefits and risks to young people (Weinstein, 2018; Valkenburg, 2022). As a result, it is difficult to determine the most effective protective measures for online services and legislators to take, even as the pressure to act grows.

Recent work highlighted the importance of considering both platform and user activity on platforms to better understand potential impacts, as well as to create safer online environments for young people (Griffioen et al., 2020; Valkenburg, 2022). In this study, we aim to examine and understand young people’s experiences with direct messaging content across messaging apps (e.g., WhatsApp, iMessage) and private messaging on social media apps (e.g., Instagram DMs, Snapchat DMs). Messaging is one of the most popular activities for young people online, but these can also be a channel for concerning interactions, such as harassment (Lwin et al., 2012; Copp et al., 2021) and sexual solicitation (Jones et al., 2012; Wolak et al., 2018).

Working directly with 32 U.S. teenagers (ages 14-17, n=18) and young adults (ages 18-21, n=14) who use direct messaging regularly, we conducted a month-long, mixed-methods study. The study included an online survey, a 3-week diary study, and a semi-structured interview. We aimed to understand young people’s experiences when interacting through digital messages and to identify key opportunities to increase their sense of safety, agency, and control.

Summary of Findings

1. Some American teenagers and young adults, especially young African American men or boys, regularly receive unwanted content through direct messaging.
2. Participants are aware of bad actors online and proactively try to assess risks and strategize how to handle privately received unwanted content.
3. Participants’ definition of “unwanted, unpleasant, or concerning” messages described mostly unsolicited messages that came from strangers and frequently included sexual
content. Such messages were not equally distributed; some participants in the study received as many as 7 unwanted interactions over the course of 3 weeks, while 6 participants received one message, and 7 received none at all.

4. The unequal distribution of unwanted messages might be partially explained by some participants’ strategies to minimize their exposure, including setting their accounts to private, interacting primarily with close circles, and keeping their participation online to a minimum. Unfortunately, the latter may also contribute to a “chilling effect” among young people and may lead them to self-censor their activity and expression online.

5. Participants had strategies for dealing with unwanted messages after receiving them, including assessing and escalating them as needed. When deciding to escalate messages (rather than blocking or ignoring them), they primarily reported them and occasionally chose to share with friends and family.

6. Participants identified several tools they would like platforms to offer to better assess and address unwanted interactions; this surfaces opportunities for platforms to act to support users’ needs.

The findings lead to several trauma-informed baseline guidelines for service providers, alongside areas for additional research that would improve available features for user safety on messaging platforms.

**Baseline Guidelines for Service Providers**

- Platforms should provide users with basic response tools to unwanted messages, such as the ability to delete, block, and report.
- Platform accounts should be defaulted to private settings with limited discoverability, with the ability to select a public profile if desired.
- Platforms should introduce more friction or “speed bumps” in interactions with unknown profiles or potential strangers.
- Platforms should include more “just-in-time” notices that inform and educate users about potential risks on messaging platforms and tools for mitigating those risks.
- Platforms should be more transparent about reported cases by allowing users to track the outcome of a message or a person they had previously reported.

**Areas for Additional Consideration**

- Platforms could introduce more user-side filtering by allowing users to define their own filtering and blocking criteria for private messages.
- Platforms might support interoperable blocklists that can be applied across different platforms, or allow third-party applications to apply a single blocklist.
• More efforts should be invested in educating young users and adults (e.g., parents and educators) about the platforms they select to communicate with others, and the possible benefits of selecting safer messaging spaces (e.g., the choice of phone number-based applications or end-to-end encrypted (E2EE) messaging platforms).

In line with the larger body of literature investigating social media use (e.g., Whiting & Williams, 2013; Scott et al., 2017; Anderson & Jiang, 2018; Valkenburg et al., 2022; Vogels, 2022; Scott et al., 2023), our recommendations focus on equipping young people with tools and knowledge that could assist them in dealing with a range of risks of messaging, while still allowing them access to the many positive aspects and interactions that direct messaging platforms offer. Instead of attempting to fully control and shape users’ exposure to messages, which is both impossible and not necessarily desired, we encourage platforms to hand over some of the control to users. In line with trauma-informed approaches, providing all users, not just young people, with tools and knowledge preserves their sense of control and agency, while helping them help themselves.
Background

The United States is currently experiencing a youth mental health crisis, with more than half of American parents expressing concerns about their child’s mental health (CDC, 2022; CDC, 2023). Many are concerned that social media and messaging platforms are significantly contributing to this crisis (Doucett, 2023), and debates about how to best address this concern are widespread and ongoing.

Yet addressing concerns surrounding young people’s use of social media and messaging platforms is a complex endeavor. On the one hand, the potential disadvantages of their usage are many: They have been linked to poor mental health (Nesi et al., 2023; Seabrook et al., 2016), lack of sleep (Alonzo et al., 2019), and low self-esteem and distorted body image (Holland & Tiggemann, 2016), especially among young girls (Nesi et al., 2023). They can expose teenagers to sexual content (Brown & L’Engle, 2009) and content with excessive violence (Wisniewski et al., 2016), as well as harmful interactions including cyberbullying (Hamm et al., 2015; Vogels, 2022), harassment (Lwin et al., 2012; Copp et al., 2021), or sexual solicitation (Jones et al., 2012; Wolak et al., 2018). A recent global survey released by Microsoft suggested that 69% of teens were exposed to harmful content online in the past year, predominantly misinformation, violence, hate speech, and harassment (Microsoft, 2023).

On the other hand, social media and messaging platforms have been shown to be vital for many young people, allowing them to maintain social relationships (Seabrook et al., 2016), to express themselves (Uhls et al., 2017; Luria, 2022), and to explore and browse for entertainment and inspiration (Weinstein, 2018). Research shows that social media and messaging platforms can also increase well-being by providing youth with supportive communities that share their identities and interests (Anderson et al., 2022), particularly marginalized youth, such as adolescent girls of color (Nesi et al., 2023), teens who experience mental health challenges (Ridout & Campbell, 2018), and LGBTQ+ youth (Lucero, 2017; Berger et al., 2022; Miller, 2023).

Recent years have seen a significant push for U.S. legislation – at both federal and state levels – that attempts to better protect young people from possible negative impacts of social media and messaging. Proposals
have introduced many approaches, including limiting the time that young people can spend on a platform (Moshiri, 2023), mandating parental consent and control (Singer, 2023), creating age-appropriate design codes that limit exposure to some types of content (Huddleston, 2023), and even outright banning teenagers’ access to platforms (Lima, 2023a). While these conversations are dominated by adults, youth advocacy groups are calling for young people’s voices to be heard, arguing that they should be able to impact policy that will directly affect them (Lima, 2023c).

The focus of proposals and discussions has usually been broadly on social media platforms; some have addressed the internet as a whole. Yet the experiences of young people can differ across channels and digital platforms and require more nuanced consideration of different types and contexts of communication online (Pater et al., 2015; Griffioen et al., 2020). For instance, 50% of adolescent girls reported that messaging platforms (e.g., WhatsApp, iMessage) positively affect them, and 10% said they have a “mostly negative effect.” In contrast, 32% of adolescent girls said that Snapchat has a “mostly positive effect”, and 26% thought it was mostly negative (Nesi et al., 2023). This variance highlights the need for research to understand how these differences play out.

Direct messaging (DM or DMing), which is the focus of this work, has received far less attention than public posts on social media (Ali et al., 2022) but is just as important to research. That is because many of the interactions that parents and policymakers are particularly worried about, like cyberbullying (Hamm et al., 2015; Vogels, 2022), harassment (Lwin et al., 2012; Copp et al., 2021), and sexual solicitation (Jones et al., 2012; Wolak et al., 2018), occur on direct messaging platforms and channels that are hidden from public view.

We set out to help address this gap by identifying young people’s challenges and concerns when using messaging services offered by both messaging apps (e.g., WhatsApp, iMessage) and social media apps (e.g., Facebook Messenger, Instagram DMs, Snapchat DMs). We also continue the effort of including young people in the U.S. by directly collaborating and engaging with youth in this study. Our work thus spotlights harmful online interactions experienced by young people on messaging platforms and offers youth-centered recommendations for tools and interventions that can increase their safety, but also give them choice, voice, and autonomy – ones that should be considered by both policymakers and messaging service providers.
Method

This study took a human-centered, qualitative approach. We collaborated with young American people to explore their lived experiences of what we named “unpleasant, concerning, or otherwise unwanted” messages on direct messaging apps and features. The definition of “unpleasant, concerning, or otherwise unwanted” was left as open-ended as possible, as we assumed that words like “harm” or “risk” would trigger discussions about specific types of interactions that are often referred to in the public discourse, but do not necessarily get at the breadth and depth of young people’s experiences. Using an open-ended definition, therefore, allowed participating youth to shape what it did or did not include.

Our research questions, listed below, centered on direct messaging apps and features. Much less research has focused solely on private interpersonal interactions online, despite the influential role they play and the possible risks they impose on young people in the U.S. (Razi et al., 2023):

1. Which platforms are young people (ages 14-21) using for messaging, and how (if at all) do their experiences differ from one platform to another?
2. What messages do young people perceive as “unpleasant, concerning, or otherwise unwanted” (hereinafter referred to as unwanted messages)?
3. How are unwanted messages perceived and experienced by young people, and how do they impact them?
   3b) On which platforms are unwanted messages received?
   3c) Who do unwanted messages come from? Family, friends, peers, strangers, etc?
4. How do young people deal with or protect themselves from unwanted messages?
5. What tools would young people like to have to better handle unwanted messages on messaging platforms?

We implemented a U.S.-based, 3-part online study to address these research questions from a youth-centric perspective. The study included: (1) an online survey about participants’ use and perceptions of messaging platforms; (2) a 3-week diary study in which participants shared their experiences on messaging platforms ‘in the moment’; and (3) a semi-structured interview about participants’ experiences on messaging platforms during the study and beyond. This combination
of methods allowed us to begin to synthesize an understanding of how U.S. youth experience conversations on messaging platforms and how they perceive and deal with unwanted content in these private channels.

In the online survey, participants answered questions about their use patterns of digital messaging platforms (e.g., who they interact with, what platforms they use, what kinds of data they share, etc.), as well as demographic questions intended to identify potential differences in experiences between groups, as well as to ensure diversity in our sample (age, gender, race, sexual orientation, location in the U.S., and education accommodations).

The diary study was the main part of the research. Diary studies are a human-centered qualitative research method that puts participants’ reported experiences at the forefront and attempts to learn about them in real time (Redmiles et al., 2019). In diary studies, participants are asked to log their experiences over a particular time span, allowing researchers to collect longitudinal data that capture participant attitudes and behaviors. The data are also captured in context and shortly after they occur, instead of attempting to recall past events retrospectively (Zimmerman & Wieder, 1977). This in-the-moment recording provides more accurate and detailed responses in regard to people’s experiences, as the memory of previous events and past experiences may shift over time (Ohly et al., 2010).

In our 3-week diary study, conducted on the research platform MetricWire, we asked participants to record a brief video-based “entry” in which they describe their experience every time they encountered an unwanted message on a messaging platform, whether in one-on-one interactions or in a group. If they hadn’t experienced any unwanted messages, they were asked to submit an entry about a “week free of unwanted messages” at the end of each week. This approach provided participants with a self-driven, asynchronous way to share their everyday experiences. Further, the use of video was part of our youth-centric approach, given the rise in preference for video communication among this age group (Pater et al., 2015).

Lastly, we conducted 30-minute semi-structured interviews with participants via Zoom. In the interviews, we asked about their perceptions of interactions on messaging platforms and experiences of unwanted content more broadly, their strategies and tools for coping with unwanted messages, and the tools they wish they had. With permission, interviews were recorded (video and audio) for transcription.

Our final dataset included 126 diary entries created by 32 participants (mean duration of an entry = 1:38 minutes), 32 survey responses, and 22 qualitative 30-minute semi-
structured interviews. Recordings of diary entries and interviews were transcribed and analyzed to find common themes and patterns (Braun & Clarke, 2006). These themes are presented in our findings using direct participant quotes alongside descriptive statistics analyses from the survey. All study procedures were approved by the University of Michigan’s Institutional Review Board (IRB).
Participants

To be included, participants needed to be based in the U.S., be proficient in English and use messaging platforms at least once a week. A total of 18 teenagers (ages 14-17) and 14 young adults (ages 18-21) (n=32; mean age = 17.4 years) participated in the study. We considered participation for any individual who completed the onboarding survey and at least one diary entry. Of these, 22 participants completed all three parts of the study.

Of the 32 participants, 16 were men/boys, 10 women/girls, and 6 non-binary. Two were transgender. Ten (10) participants were African-American, 9 were white, 8 were multi-racial, 4 were Asian, and one participant was Latina. A total of 22 participants were heterosexual and 10 were LGBTQ+. Seven (7) participants receive different-ability learning accommodations at school (such as an individualized education plan or a 504 plan). Participants were compensated for both partial and full participation.
Findings

A. Choice to Use Messaging Platforms

Finding #1. Participants made a conscious decision to use messaging platforms, mostly to communicate with close circles, although they were aware of possible risks.

Participants are proactively choosing to use messaging platforms as a medium for their interpersonal communication. They are not passive consumers of content on messaging. Rather, messaging platforms provide a way for them to stay connected and in touch with friends and family:

*I don’t really get to see my friends that much during the summer, so [messaging] gives me an opportunity to really talk to them, and just hang out again, like we used to, during school time.* (Boy, 16)

They were aware of the risks such platforms may pose; the vast majority of study participants (97%) said that people their age experience unwanted interactions on messaging at least sometimes (see Figure 1), and most participants (81%) have experienced unwanted messages themselves (see Figure 2).
Still, several noted that they believed these risks are overstated:

*I feel like people vastly overestimate how many unwanted messages we get on platforms [...] The risks and dangers of social media are so emphatically spread by teachers and parents, etc. It’s an active risk that I take, and I feel like I’m just comfortable with that. (Non-binary, 18)*

*It’s not that big of a deal. If it’s something really serious that could cause harm to me or other people, I will obviously tell an adult. Most of the time, I’ve never got anything that extreme. (Girl, 14)*

Participating young people used an average of 5 different messaging platforms on a regular basis (see Figure 3), most commonly Instagram (n=27) and Snapchat (n=25), followed by WhatsApp (n=18), Facebook Messenger (n=17), and Discord (n=17). The primary reason for their choice of platform was to be where others are. Direct messaging apps (such as WhatsApp) were more commonly used with family and friends, while DM features on social media (like Facebook Messenger) were used for group communication and what they perceived as weaker social ties.
In some instances, platforms were selected by educators, such as coaches or teachers, for group communication (e.g., Snapchat, Facebook Messenger). This highlights that youth can be in regular communication on messaging platforms with trusted adults who are not their parents. It also places some responsibility on these adults to select a platform with proper practices and safety tools before asking young people to join (more in the recommendations section).

Finding #2. Encryption was not a consideration for platform choice, perhaps due to a lack of awareness of how it can be used to protect individuals in messaging communication.

One of our survey aims was to understand how young people use end-to-end encrypted (E2EE) messaging platforms like WhatsApp in contrast to ones that are not end-to-end encrypted. E2EE is a key consideration for some groups like journalists and activists when choosing which platform to communicate through (Belair-Gagnon et al., 2018). However, this is not the case for the general public. According to Bai and colleagues, users frequently have poor or incorrect mental models about E2EE, including its benefits for protecting oneself online (Bai et al., 2020).
When we asked participating youth about how they decide which messaging platforms to regularly use, none of them mentioned encryption as a point of consideration. When asked in the survey about information sharing practices on encrypted vs. unencrypted platforms in the last 6 months, more than half of participants reported sharing personal information (defined as “things like your name, information about you, photos of you, your contact information, your address, etc”) on unencrypted platforms or on a platform they did not know whether it was encrypted or not. Some participants answered that they have only shared private information on encrypted platforms, and a handful reported never sharing private information on messaging platforms at all (see Figure 4).

Most of the unwanted messages that were reported in the diary study happened on platforms that were not E2EE (83%). That’s not to say that these are more common on unencrypted platforms—participants tended to use more unencrypted platforms than encrypted ones. Rather, it shows that unwanted interactions can happen in both encrypted and unencrypted channels.
B. Unwanted Messages on Messaging Platforms

Finding #3. The distribution of unwanted content was not even: some participants received high volumes of unwanted content, while others received none. Participants who received more unwanted messages tended to be African American men.

Over the course of three weeks, 32 participants entered a total of 126 diary entries (mean per participant = 3.9 entries). Of those, 72 entries were of “unwanted” messages participants received, and 54 were entries of “a week free of unwanted messages.” The average quantity of unwanted messages received per participant was 2.38 messages in three weeks.

We found that the distribution of unwanted content was not even across participants. Several participants were more exposed than their peers, with up to 7 unwanted interactions over the course of 3 weeks. In contrast, 7 participants received none, and 6 participants received only one unwanted message during their three-week participation. The individuals receiving the most unwanted content tended to be African American men or boys, in line with prior work that shows that men and African American people can be subjected to some forms of online abuse more than other groups (Thakur et al., 2022; Vogels, 2022; Moody, 2023). This pattern extended to sexual content too, which was the most common form of unwanted messages in the study. Future work requires attending to these individuals to identify some of the circumstances that are contributing to this imbalance and to collaborate with them to design the tools they need to stay safe online.

Finding #4. “Unwanted” messages were perceived as ones that are unsolicited, come from strangers, and frequently include sexual content.

We intentionally left the definition of “unwanted” messages open-ended, so that participants in the study could define their own inclusion boundaries. When asked in the interview, most participants described “unwanted” messages as primarily those that are sent from people they do not know in person. Many participants also thought that “unwanted” is usually unsolicited, and frequently includes sexual content.

Their perceptions were confirmed in the logged diary entries (see Figure 5)—most reported unwanted content came from strangers (67%), or people they have interacted with before, but only online (4%).
Finding #5. Most unwanted messages were received on direct messaging on social media, as opposed to messaging platforms, to some extent due to their design for discoverability.

In our study, 42 out of the total 72 “unwanted” messages (58%) were on social media platforms (see Figure 6). Instagram was the most common, with close to 40% of all unwanted messages coming through Instagram DMs. A total of 21 were on direct messaging platforms, such as WhatsApp (29%), and 6 were on gaming platforms like Roblox (8%).

This finding was supported in the interview portion of the study—participants flagged Instagram as the platform on which they thought they receive the most unwanted content. While these findings are likely impacted by the popularity of Instagram (84% of participants used Instagram on a regular basis), some participants pointed out that the problem might be in some parts of the design, specifically that anyone is able to follow or interact with them on Instagram:

*I think most platforms, other than Instagram, are safe because you have to add your friends before you can talk to them [...] I’m pretty sure Instagram just lets you talk...*
to anyone you want. I mean, I guess some influencers think it’s better [...] but for normal people like me, it just holds a lot of unwanted interaction. (Girl, 14)

[Unwanted messages have] been really common on Instagram because I feel the culture of followers on Instagram is [that] you don’t necessarily need to know [people you chat with]. (Boy, 16)

Several participants flagged other platforms on which they commonly receive unwanted messages, including Twitter (now called X) ¹, TikTok, and Discord, due to their platform policy and design decisions:

I think that [Twitter] don’t flag things fast enough or at all. There’s a lot of nudity, a lot of violence [...] I think Twitter is the most lenient when it comes to anyone bullying anyone, anyone wanting to post anything they’re not supposed to, or anything in general. (Woman, 21)

The [direct messages] I remember were really violent ones on TikTok [...] A lot of rape threats, which was awful. I think that TikTok was different because the proximity to strangers was a lot closer. Anyone was just looking at my content [...] I would just post happy little videos of myself, and every single day I get a bunch of DMs from guys with the most horrific things. There was a countdown to my 18th birthday. (Non-binary, 18)

The thing with Discord is when you’re on the same server with somebody on a particular platform, they are able to send you a message [...] Most of the time, those messages are unwanted because they’re disturbing and they keep coming. I learned to switch off direct message[s] from people who I’m on the same server with. (Man, 18)

Gaming platforms that allow messaging between players were also flagged as ones that offer users few protections against unwanted messages:

Then he started saying some very, very offensive stuff, which I won’t go into, because it was really bad. It was really offensive. I don’t know how he bypassed the Roblox moderation chat filter system [...] I do feel like I didn’t have as much tools to really deal with the situation, due to the fact that Roblox Chat is just really underdeveloped. It’s like as soon as you friend somebody, you just got to chat with them. (Boy, 16)

¹ Note that we use “Twitter” in this report because at the time of the research with participants that was the name of the company and the name participants used.
Most of it [unwanted messages] actually happens on Roblox [...] I think that people tend to be more unattended on there. Like, for some of my peers, a lot of my peers, their parents check their phones and stuff like that [but parents don’t check Roblox].

(Non-binary, 14)

The sender differed between platforms too; most unwanted messages on direct messaging platforms were from people that participants knew, such as their peers or friends, as opposed to direct messages on social media, which were primarily from strangers, or people participants only knew online.

Finding #6. The most common “unwanted” messages included sexual language or material, followed by hateful language and unsolicited promotional links (see Figure 7).

From a total of 72 entries of “unwanted” messages, 26 included sexual content of some kind (e.g., sexual language or explicit imagery). The majority of sexual content was sent to participants through social media DMs:
Findings

I did see something that was uncomfortable and unwanted. I opened one request and was exposed to a male sending a picture of their genitals. Unfortunatel[y], it happens often, and it’s sick that people do things like that. (Woman, 21)

She started sending me unsolicited nude photos, just started sending images without me asking for them. (Boy, 16)

A significant portion of reported sexual messages also included sextortion or sexual solicitation, an attempt to coerce participants into participating in sexual behavior:

I got [a message] from a guy who was persistently asking for my nudes. He kept asking about my sex life and said he wanted us to be partners, like, gay partners […] I’m way [too] young to be interacting with that person in such a way. (Man, 15)

Started out with some generalized chatting, where are you from? What do you do? Stuff like that. Then, it transform[ed] into going to another direct media app, Snapchat, and they asked to play an inappropriate game in exchange for pictures and coerce you. (Man, 21)

Hateful language, such as foul language, racism, and sexism was also common:

He responded to my message and was like, that I should get my Black ass out of the server, out of the group. (Man, 16)

Someone just came to me in my DMs and had to body-shame me because I have actually gained weight. (Woman, 16)

Other noted unwanted communications were requests to click a promotional link (“I got multiple marketing messages to subscribe to their channels.” [Man, 20]), unpleasantly persistent interactions (“She was spamming me nonstop, and just like would not stop even when I told her to stop.” [Non-binary, 14]), and scam attempts (“a stranger with a fake account was trying to get me to buy something, and click on a suspicious link” [Man, 19]).
C. Current Protection Measures

Finding #7. Participants attempted to set up an environment that included people they wanted to interact with as best they could, through profile settings and stringent approval processes.

Findings indicate that young people are not only making a choice to use social media and messaging platforms, but that they are active participants, not passive consumers, when it comes to messaging. Below, we list some of the specific strategies the participants shared when operating online, with the goal of minimizing their own and others’ exposure to unwanted and harmful messages.

Setting their account to private. Many participants purposely chose to set their account to private, noting it as key to keeping them safe. They also only allowed friends or people they knew offline to follow them:

I have a private account, so I don’t normally get DMs that I don’t want. (Woman, 14)

On Instagram, it’s not like I’m posting things for everybody to just see, it’s a private account. I’m only interacting with my close friends. I think that’s the main thing. I don’t have a public account. If I had a public account it would be very depressing [...] One of my friends has a public account and she gets all random DMs and I’m like, “How is this happening?” (Woman, 16)

Being selective about chat partners. When having a private account, participants were also able to be more intentional about who they follow, befriend, and talk to, generally avoiding strangers:

I’ve just been talking to, majority are just school friends. I feel like social media is as dangerous as who you know. (Boy, 15)

I think it’s a lot to do with how I operate on social media. I try and keep a really low profile overall and I just stick to friends and family [...] having a smaller profile makes less people who may be bad actors want to come after me. (Man, 19)

I make sure if someone requests to follow me, I don’t do it right away. Normally, I’ll see the person [offline], so I’ll be like, “Hey, did you request to follow me on Instagram?” Then they’ll be like, “Yes.” If they say no, then it’s not their account, and I won’t accept it. (Girl, 14)

Lowering profile for less risk. For our participating youth, protecting themselves from unwanted messages was not only about limiting who they talk to, but also about
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their activity and choice of exposure. Several participants mentioned that when they keep a low profile, unwanted messages are rare:

*Usually depending on how high the likes I get is how many more uncomfortable things I get [...] Whenever I post, it’s going to happen once or twice.* (Woman, 21)

*Every time you post, I guess more people see it. They can talk to you, but if you don’t post... like that week I didn’t post, so I didn’t get any unwanted interactions.* (Girl, 14)

This finding follows prior literature that states that high-profile accounts have faced a lot of hate and abuse online, implying that higher profile accounts have higher stakes (Dæhlen, 2021). This suggests that unwanted messages can contribute to a chilling effect, as prior work has pointed out with other population groups (Thakur et al., 2022):

*[The direct message] was so offensive and I felt so bad. I had to take [my post] down.* (Girl, 16)

**Being selective about platforms.** Several participants noted that different platforms offered different levels of safety. Generally, participants felt safer on texting apps (like WhatsApp), as these are phone number-based and were therefore perceived as easier to control access to—participants use them to interact with close circles who have their number, making it difficult for bad actors to find and approach them:

*I feel safe on WhatsApp. It’s just one-on-one conversation or a group conversation that you just talk within yourself.* (Boy, 17)

*I think with WhatsApp, it’s rare to get DMs like that, unless, of course, the person has your number. I feel like you control who has access to your number.* (Man, 21)

While most participants kept using social media DMs and turned to protection measures as described above, in a couple of cases participants decided to remove platforms they thought involved too much risk:

*Instagram, there are lots of strangers there, so chatting on Instagram is actually a no for me [...] It’s a decision. There are lots of unknown people on Instagram, and I’m not wanting unknown messages from strangers.* (Boy, 17)

*I used to have TikTok. TikTok was the worst [...] Anyone was just looking at my content in a way that doesn’t happen on other platforms and so I deleted it because it just got way too much.* (Non-binary, 18)
D. Current Response Measures

Finding #8. When receiving an unwanted message, young people make judgments and escalate as needed: Ignoring, blocking, reporting, or as a last resort, asking for help.

For the 72 unwanted messages that were reported in the diary study, the most common responses were ignoring the unwanted message (30 instances) and blocking the sender (29 instances), followed by responding to (23 instances) and reporting the sender (20 instances). Sharing with someone was last on the list (17 instances), with only 4 instances of sharing with a caregiver or parent (see Figure 8).

Ignoring unwanted messages. Aligned with how people reported responding to specific messages, in the interviews, most participants said they usually felt unaffected by unwanted messages, frequently choosing to ignore them. In part, their indifference may have been due to the volume of unwanted messages they receive, suggesting more needs to be done to address it:

*I just opened it up, saw what it was, and just moved on. (Man, 21)*
Findings

I just kind of ignore it, and just don’t look at the chat really. Of course you can report and all, but at this rate it becomes so common, there are so many messages like that that you don’t pay attention. (Non-binary, 21)

I usually [report], but if it’s too many, I get tired, exhausted. It’s time-consuming. (Woman, 21)

Blocking and reporting. While ignoring was the automatic response, some messages triggered an assessment of whether to do more, like block or report. Participating youth decided whether to do so based on their perception of the severity of the interaction. For instance, if it seemed threatening to them, or if the sender may pose a risk of harming others:

It’s not that serious to me [...] But when it gets too threatening or any of those things, I report it as well. (Woman, 21)

I ignore, and then I’ll choose to either block the number that it came from or report it if it is something suspicious. (Man, 19)

Overall, participants perceived ignoring and blocking as a measure to protect themselves, while reporting was a contribution to the community, a way to help others receive less unwanted content:

I love to report their account as well, just to make the whole thing, the whole platform even safer for the people, so I just report them, then I block them. (Boy, 16)

[I report] so that the app can figure out and do something about it before it happens to other people. (Girl, 14)

But similar to prior work (Thorn, 2020; Vilk & Lo, 2023), we found that reporting is perceived as time-consuming, especially when platforms provide very little feedback or evidence that users’ efforts are effective. Instead, participants turn to blocking:

Even if I report it, there is no tracking mechanism or complaint mechanism or redressal mechanism to have a redressal from the company point of view that they would block a user or filter such language or filter such messages. I’m left with no option but to ignore unless it’s a very serious offense. (Man, 20)

[It] doesn’t seem like they’re even looking or even trying to investigate [...] What’s the point in reporting it if it’s not even working. I just choose to block most of the time because it seems reporting is not really doing anything [...] They’ll tell me, “Thank you for reporting, we’ll get back to you.” They don’t ever. (Woman, 21)
Sharing with friends, caregivers, or others. When sharing, participants primarily shared with friends. Sharing with caregivers was the lowest on the action list—only 4 instances of 72 unwanted messages in the diary study were reported to parents or caregivers (6%). In the interviews, participants explained that they would turn to parents or another trusted adult only in a more severe case, that they feel would require adult intervention or support. Otherwise, they believed they could handle unwanted content themselves, using tools such as blocking and reporting:

*If it’s just something random and stupid, I can handle that myself. It’s not that big of a deal. If it’s something really serious that could cause harm to me or other people, I will obviously tell an adult. Most of the time, I never got anything that extreme.* (Girl, 14)

*The messages* never get to the point where I personally think that I need to get my parents involved because I think that I know how to deal with them myself, like by blocking them. (Girl, 14)

Some of the reasons for avoiding sharing with parents included concerns that parents might overreach, their inability to do anything about it and the potential hassle of constantly sharing such interactions given their regular frequency:

*I told my mom one time and she’s like, “This is the danger of social media. You should delete all your accounts and stuff.” I think that adults tend to take it a lot more seriously than kids do, and so I feel a little bit alienated telling them.* (Non-binary, 18)

*Telling my parents, I don’t think they will do so much, or maybe telling a friend wouldn’t do so much. They’ll just see the message, they just see the tweets. They’ll just acknowledge that people are just wayward out here.* (Girl, 16)

*Some kids will eventually think that telling their parents everything they see as unwanted is going to become a task.* (Boy, 16)

Overall, participants were aware of available tools and their different strengths and weaknesses. Both protection and response measures that participants reported taking suggest that American youth are not passive users on messaging platforms; they are active participants in both creating the interactions they desire and avoiding the ones they don’t. In the study, the vast majority of participants reported taking intentional and calculated steps in an attempt to prevent unwanted messages from coming into their accounts, and in their response to ones that do.
Recommendations

We present five recommendations that messaging service providers should adopt to set a baseline for how to design messaging services with youth safety in mind. While some platforms have already implemented several baseline guidelines, smaller and newer platforms may not have these safeguards in place for users to prevent and handle unwanted communication.

Beyond these baseline recommendations, we present additional features and designs that providers should consider adopting. Although these may require further exploration and research, based on our findings, they have strong potential to increase young people’s safety online and decrease the large amount of unwanted content that some youth have to deal with on a regular basis.

Collectively, these recommendations lean into and expand the strategies young people already reported using to keep themselves safe.

**Guideline #1: Block, report, delete**

On Roblox you can’t really do anything about unwanted messages, because even if you unfriend them, you still see the chat. I still saw the messages. I couldn’t delete them. I couldn’t get rid of them. (Boy, 16)

While most platforms allow users to block and report others, or delete messages they’ve received, participants in the study noted that that is not the case for all platforms. Users should have the ability to delete an unwanted direct message they’ve received, or to permanently stop communication with a particular user so that they don’t have to deal with this unwanted content any longer. This should include all types of communication: text messages, visual media (photos and videos), and audio streams (as common on gaming platforms).

**Guideline #2: Private account by default**

I don’t really have to deal with anyone saying anything rude to me because I have a private account and I only use it to connect with my friends. (Woman, 19)

Setting their account to private is a key strategy that youth use to reduce their exposure to strangers and to unwanted messages. We recommend that all platforms have a “private” account setting, which is enabled by default for all users when they first sign up to use a service.
Our findings show that participants commonly begin with a (default) public account, experience a negative interaction, and then decide to change their account to private. This is not always easy to do (e.g., not easy to find the setting or involves a lot of steps), and risks exposing young people to unnecessary risk until the change is made. Instead, defaulting to private accounts would allow youth (and adult users) to learn the platform with minimal exposure to a broader user base, and then decide for themselves whether to change their account to “public” or not. Given that in some cases, the reason for joining a social media platform is to meet new people, both youth and adult users should have the ability to switch to “public” as soon as they want to.

**Guideline #3: Friction in interaction with strangers**

*Usually on Twitter, for example, it says to accept or decline the message, but I think it should do that before it shows any pictures [...] I like “someone wants to message you” before they can even message you.* (Woman, 21)

Most participants consider “unwanted messages” as those that come unsolicited from strangers. To reduce this specific type of interaction and reduce bad actors’ ability to harm youth, we recommend that platforms design several friction points, or “speed bumps,” for interacting with unknown accounts for all users. These friction points should be trauma-informed (Scott et al., 2023), and designed to be strategic in reducing harm (Single, 1996; Marlatt & Witkiewitz, 2002; Leslie et al., 2008). Some examples include:

1. **Message requests:** A user receives a request from someone who would like to get in contact with them. Only after the user accepts this request can the person send a message.

2. **Hide visual media from strangers:** Initially hide all images and video that come from accounts the user has not yet connected with, asking them if they would like to view the content. This can include a warning about why it is not recommended to open media from unknown sources, as is common in email.

3. **‘No mutual friends’ warning:** When users are at the decision point for adding a friend or following someone new, ask the user if they are sure that they would like to add this contact, as they have no mutual friends.

4. **Suspicious profile warning:** In the same scenario, inform users if the requesting user is likely a fake account, has no followers, was created in the last few weeks, has not been verified, or any other potential yellow or red flag.
Guideline #4: Just-in-time notices about best private messaging practices

I personally don’t think that there are a lot of messaging apps that do a good job of teaching people how to conduct themselves online. All the ads I see for Instagram, Facebook, Snapchat say: ‘have as many friends as you want.” (Man, 19)

Platforms should provide users with “just-in-time” notices about how to safely use their messaging features in the form of short immediate prompts as part of basic interactions (as opposed to focusing primarily on long-form guides and safety information that rarely gets read). Just as platforms have increased efforts to inform users about what they see on social media feeds in context (e.g., content warnings on specific posts) and introduced well-being interventions (e.g., a self-help message pops up when someone types “depression” in search), just-in-time safety measures for messaging can help mitigate unwanted messages.

Platforms can draw from unique data they have about the kinds of messages that users report to make the most accurate and useful recommendations that are also trauma-informed, such as explaining tools they provide and how to use them, or what should be considered a red flag (e.g., links from unknown sources).

Guideline #5: Feedback on reporting

I think it would give me more peace of mind personally to know [platforms] were able to block that account or ban it or whatever else. (Man, 19)

Participants perceived reporting as high-effort but not very effective or rewarding. One of the explanations participants gave for this impression was the lack of information about the reporting process and outcome, which aligns with findings from prior research about why users are unmotivated to report content (Vilk & Lo, 2023). One participant offered YouTube’s Reporting History dashboard (YouTube, 2018) as a successful model for informing users about content moderation decisions made about content they have reported.

Having simple, research-based reporting processes with few steps and usable designs (as introduced by Twitter [Twitter, 2021]) is not enough—we recommend that platforms allow users to track previously reported content, and view the platform’s handling and response to it. This feedback would be essential in encouraging users to continue reporting bad actors and reduce their presence on platforms.

In addition to these baseline recommendations that we recommend all platforms implement, our findings point to several additional features that can be impactful in increasing youth safety on messaging platforms.
User-controlled filtering

“I think [I received few unwanted messages this week] because I just have a new filter on Discord, where you can rule out that type of stuff, which I think is pretty interesting. It really saves me the trouble.” (Boy, 16)

Currently, some platforms automatically filter out messages that are suspected to be unwanted by users. However, several participants mentioned going into their filtered messages to check if anything had been unnecessarily blocked, ultimately causing them to view messages they sometimes would have preferred not to see.

Instead of automatic filtering that users may not always find reliable, we suggest that platforms allow users to create their own filters, as has been previously suggested for social media more broadly (Scott et al., 2023). One approach could be for platforms to allow users to select specific keywords to block (as Twitch allows its streamers to do). The downside is that this approach does not consider context, and therefore will only be effective to some extent. Another approach would be to allow users to turn a set of service-provided classifiers on and off, and dynamically evaluate what content is being filtered out as a result. Limitations to this approach may be that the tool’s efficacy and risk of overblocking would depend on how well trained the classifier is. A third approach would be to open services up to third-party developed tools that allow filtering and blocking, and would give users more choice and control over what gets blocked (similar to previously developed tools, such as Block Party for Twitter (Grauer, 2021)). Although more research is needed to understand the exact tradeoffs between approaches to user-side filtering, our findings suggest that putting the power to filter back into users’ hands could minimize unwanted content while easing the concern of overfiltering.

Bulk blocking

“I blocked one of their accounts. They ended up sending me another message, from another account, and the thing is that they didn’t change their name, or nothing.” (Woman, 21)

Other than simply ignoring, blocking was the most common strategy used by participating youth to address unwanted content. Based on the usefulness of blocking, we recommend that platforms consider extending blocking capabilities. One way of doing so would be to give users an option to block multiple accounts from the same origin. For instance, when blocking a user on Instagram, the interface asks whether you would like to block the user, or to “block [user] and other accounts they may have or create.”
I wish there were more cross-platform communication. I get that they’re different companies and it’s not really interoperable but just if I had a way to block his number, block his IP address, block his email across platforms. (Non-binary, 18)

A couple of participants shared experiences of having the same individual contact them on other messaging platforms after being blocked on one, which made them feel intimidated and unsafe. These experiences raise an opportunity for cross-platform blocking tools. For example, with interconnected platforms (e.g., what you post on Facebook can instantly be posted to Instagram, too), control features could also be interconnected, if requested by the user.

Other areas of future exploration could be allowing users to bring in their own blocklists from different platforms, or alternatively, allowing third-party developers to create tools that support a single blocklist across multiple platforms.

Protection features for specific groups

A finding in this study that requires further examination and research is the potentially disproportionate experience of unwanted messages on messaging platforms among African American men and boys. Prior research has exemplified similar disproportionate experiences of harm online, such as sexting scams targeted at teen boys (Moody, 2023) and disinformation targeted at women of color politicians (Thakur et al., 2022).

The choice of features and settings can affect the chance of receiving unwanted messages, and in our study, participants demonstrated awareness of that. Some participants reported making the tradeoff of more exposure and engagement with people unknown to them, even though that increased their risk of unwanted messages. A goal for research and industry work should be to ensure that users who make particular choices, e.g. to have a public profile, still have other tools and settings they can use to reduce the risk of unwanted messages.

Further, because we observed certain demographic trends in which participants made decisions about services to use and settings to employ, and concurrently received different levels of unwanted messages, research into how to ensure every user has some set of tools available to them should also focus on the needs of specific communities, who may have different risk profiles and tolerances, as well as different goals for messaging interactions. In the spirit of user-centered research, platforms can work with these user groups to better understand specific needs and to create effective tools and features accordingly.
Recommendations

**Education about safer messaging platforms**

The findings point out that most teenagers and young adults use messaging platforms as a means of communication with people they know in person: family, friends, and classmates. Nevertheless, they don’t always consider how the design of the platform can impact which interactions they will encounter. Not only young people themselves make decisions about which platforms to use—several participants noted signing up to platforms they haven’t used before in order to participate in a range of school-related chat groups that were set up by educators and other trusted adults (e.g., sporting teams). Thus, both adults and young people must be mindful of the tradeoffs of platform selection.

Further, we did not find evidence to support that participants were aware of, or considered using end-to-end encrypted (E2EE) platforms to increase their safety online, in line with prior research that has highlighted the need for better mental models to understand how E2EE can increase online safety (Bai et al., 2020). Thus, the benefits of E2EE should be part of any digital literacy efforts aimed at young people, as well as adults, who also have a stake in which platforms young people use.

E2EE messaging services, for their part, should make sure they have blocking, reporting, and other functions that youth indicate they use and want to use in messaging services, as indicated in the recommendations above. In other words, if E2EE services want to attract youth, they should explain the privacy and safety benefits that they can offer from the perspective of what youth care about most.
Conclusion

This study surfaces teenagers’ and young adults’ personal experiences of using and interacting on messaging platforms, including texting, messaging apps, and social media direct messaging. Using a combination of a survey, a 3-week diary study, and semi-structured interviews, we probed at what some young people in the U.S. deem “unwanted” messages, who these messages come from, and at what frequency, and what current tools and strategies youth use to handle them.

The study finds that many American youth regularly experience unwanted content in messaging. To deal with it, they become active participants and exercise their right to shape their messaging experiences. Youth seem to build strategies, make use of existing tools, and actively resist unwanted messages to keep their interpersonal communication spaces positive.

The right to private, digital communications is a cornerstone of free expression. Thus, as we outline above and as indicated by participants in the study, it is important to provide youth with even more tools and strategies that enable them to use messaging platforms in a way that supports their needs, while keeping their digital environment safe.
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