October 17, 2023

Re: Consumer Privacy Should Be Featured at the Hearing on Safeguarding Data and Innovation: Building the Foundation for the Use of Artificial Intelligence

Representatives McMorris Rodgers, Pallone, Bilirakis, and Schakowsky,

We commend the Subcommittee on Innovation, Data, & Commerce of the House Energy & Commerce Committee for hosting a hearing focused on Artificial Intelligence (AI) and privacy. This hearing reinforces this Committee’s commitment to privacy and civil rights, and comes at a time when Congress has been leading an important and growing effort on developing AI policy.

Comprehensive federal privacy legislation is a foundational pillar of AI governance and is essential for responsible, rights-respecting AI innovation. Last year, this Committee passed the American Data Privacy and Protection Act (ADPPA) with strong bipartisan support. We urge the Committee again to consider and pass that legislation, which would provide individuals with critical privacy protections and provide a key underpinning for Congress’s further work on AI.

AI presents or exacerbates a number of privacy issues. Among those issues is the vast datasets containing personal identifiable information on which AI models, such as Generative AI models, are often trained.¹ That data may come from multiple sources: for example, it may be publicly available, acquired from companies that specialize in developing AI training sets or from data brokers, or first party data collected directly by the company engaged in training an AI model.² That data is often collected, processed, and transferred without the knowledge or permission of individuals whose data is included or any other transparency. Clearview AI, for example, took it upon itself to collect billions of images online of people’s faces and built an AI system that can identify essentially anyone, creating the “Google of facial recognition.”³ Large collections of training data may also be a “honey pot” that attracts hackers and other malicious actors. Data minimization requirements such as those included in
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ADPPA can help address some of the privacy harms that can arise from the indiscriminate collection and use of training data.

AI can exacerbate the harms that result from how a person’s data is used. Many companies now use AI-driven systems to make decisions about who is hired, who receives a loan, or who is approved for housing. These AI systems make decisions about candidates with little, if any, transparency and no clear standards for appropriate or fair design. Time and again, we have seen such systems discriminate against older people, women, people of color, and other under-represented groups based on inferences made from their data. For instance, Xerox once famously analyzed its employees’ likelihood of retention and found that workers who lived far from the office were more likely to quit. Realizing that workers with a longer commute time were those from lower-income neighborhoods, the company had to adopt a conscious policy not to screen job candidates based on commuting time because it would have systematically discriminated against them. This example shows how people’s private data (in this case, their addresses) can give rise to unfair treatment by automated systems. AI systems must be transparent so people know what factors the system is considering and can challenge the fairness and appropriateness of those factors, as well as robustly tested for bias and other potential harms.

With the power of AI, the harms related to targeting of content also could significantly increase. Consumers are already targeted based on their online and offline behavior for ads and other content, and the ease, speed, and scale with which AI functions will make such personalized content more frequent, intrusive, and harmful. For instance, an AI system may flag a consumer researching weight loss, and then may target that person with any number of personalized predatory ads ranging from harmful drugs to extreme diets—not based on the most effective medical intervention, but based on which company is willing to pay the most money for that ad impression, as well as a complicated array of AI-powered predictions about that person. Generative AI could also enable easy and cheap creation
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of personalized “phishing emails” seeking to entice consumers into giving away sensitive information such as passwords or account numbers.  

The need for copious amounts of data to train AI systems also presents national security risks in the absence of comprehensive privacy protection. Today, adversarial or competing foreign nations can easily purchase detailed information about Americans from data brokers and use that data to train their AI models, as well as to target Americans with personalized, AI-generated content.

The first step in protecting against these and other AI-related harms is to pass comprehensive privacy legislation such as ADPPA. ADPPA was negotiated extensively among many stakeholders and is a strong, bipartisan privacy bill that can bring about real protections and change for consumers. These protections extend to AI, including ADPPA’s requirements related to data minimization, protecting civil rights, and algorithmic impact assessments.

Thank you for the effort and time you have invested on privacy and AI. We look forward to engaging with the Committee and Subcommittee on these important issues.

Respectfully submitted,

Eric Null  
Co-Director, Privacy & Data Project  
Center for Democracy & Technology

Samir Jain  
Vice President of Policy  
Center for Democracy & Technology
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