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As institutions at all levels of government and across our communities work to connect students to remote learning, those efforts should not come at the expense of student privacy. Closing the homework gap — the 15 to 16 million American students who do not have broadband access at home — will likely require schools to utilize data and technology in new and unexpected ways, presenting new challenges to both equity and student privacy. When closing the homework gap, those challenges are likely to arise in five areas:

- **Using Data to Assess Needs and Launch Connectivity and Device Programs.** Schools may collect data from or about students to better understand whether they lack broadband, and if so, why. That data collection, however, may pose a risk to both community trust and student privacy if data is used in unexpected ways.

- **Sharing Student Data with Third Parties Such as Broadband and Device Providers.** In getting students connected, schools may have to share data with broadband and device providers or other third parties for several reasons, including to provide connectivity, devices, or services, or to more efficiently administer or implement a broadband or device program. That sharing may pose risks to student privacy and equity if schools are unable to ensure their partners use the data responsibly.

- **Monitoring Student Activity Online.** With the advent of new technologies and the expansion of remote learning, schools have increasingly deployed technically sophisticated means of monitoring students’ online activity, which may permit teachers to see what students have open on their computer screens, open websites on a student’s laptop, switch tabs, block sites, or view browsing histories, which can jeopardize students’ privacy or cause equity concerns if this surveillance falls disproportionately on minority communities.

- **Ongoing Security and Device Management Requirements.** Distributing devices to students comes with an added responsibility to minimize the potential for harm that can come with those devices, as they can be a pathway for attacks on student privacy.

- **Lack of Digital Literacy and Security Knowledge.** Students and families, especially those who are new to the digital space, may lack the digital skills and experience necessary to navigate privacy and security challenges.

The resulting challenges can include a lack of meaningful consent, secondary data uses, overcollection and indefinite retention of data, misuses of data, a loss of public trust, increased inequities, and legal risks. These serious risks, however, can be combated with privacy- and equity-forward practices. These practices will help center the student and community in the use of data and technology to close the homework gap, namely by:
• **Developing Robust Data Governance.** Schools should establish robust processes and structures for overseeing the overall management, availability, usability, integrity, quality, and security of data and technology.

• **Engaging the Community.** Schools should engage stakeholders such as students and families, teachers, and administrators — and even broadband providers and state education agencies — about the use of data throughout the process of closing the homework gap.

• **Complying with Legal Rules.** Schools opting to collect and share data face some legal risk, as federal and state privacy laws can be confusing and may not necessarily permit data sharing, so schools should ensure they work with legal counsel through the process of closing the homework gap.

• **Promoting Equity.** The use of data and technology has the potential to promote equity and limit biases, but only if the collection, analysis, and use of data is designed intentionally to meet these goals. Schools should focus on ensuring that data and technology used to close the homework gap do not reinforce the biases and inequities present in society, particularly in algorithmic applications.

• **Building Stakeholder Capacity and Digital Literacy.** Because data and technology are rapidly evolving, it is a challenge for organizations, especially those that are under-resourced, to have the capacity to enact and follow ethical data practices and policies. Organizations can build capacity by participating in trainings, creating guidance resources, and having dedicated staff to support community members.

Together, these practices can make it possible to close the homework gap while protecting student privacy.
Not all students in the United States have reliable access to dedicated devices and the broadband connections that make remote learning possible, a fact that was brought into stark relief during the pandemic. Without broadband at home, some students were forced to connect to their lessons from McDonald’s parking lots in the Mississippi Delta\(^1\) or from churches in rural Nebraska.\(^2\) In Arizona, some students drove across town to access Wi-Fi “beamed” from specially equipped school buses,\(^3\) while in Appalachia, one student connected from mountaintops near her home, above the tree line where there is better cellular signal.\(^4\)

According to the Federal Communications Commission, nearly a third of U.S. households lack access to broadband, a disparity known as the digital divide\(^5\) — one that disproportionately affects Black, Latinx, low-income, and rural households.\(^6\) Those households include 15 to 16 million school-aged children who lack reliable internet at home.\(^7\) In the era predating the pandemic, that disparity prevented approximately 15 percent of students overall — and 35 percent from low-income families — from completing their homework.\(^8\) Those students who cannot connect from home are on the wrong side of the digital divide and fall into the “homework gap.”\(^9\)

When schools moved online as a result of the pandemic, the homework gap became “especially cruel,”\(^10\) and schools, families, and educators raced to get students online. In this issue brief, we highlight risks that well-intentioned efforts to close the homework gap may pose to both equity and student privacy. Closing the homework gap is essential for students’ well-being, but so is protecting their privacy and access to equitable opportunities.

We focus on five areas that can pose risks to both equity and student privacy:

- Using data to assess needs and launch connectivity and device programs;
- Sharing student data with third parties such as broadband and device providers;
- Monitoring student activity online;
- Ongoing security and device management requirements; and
- Lack of digital literacy and security knowledge.

As described in this brief, schools can utilize practices and policies to mitigate the risks in each of these areas and advance equity and privacy.
As schools shifted to remote learning, part of overcoming the challenges of the homework gap was using data to determine how to best help students access virtual learning while modeling best practices in how that data is used. Collecting data can help facilitate understanding of not only which families lack broadband connections at home, but why. Those reasons can include a lack of infrastructure, affordability, and other barriers such as digital literacy or mistrust of broadband providers. In Connecticut, the state’s Commission for Educational Technology discovered that not all eligible families were taking advantage of free broadband supported by the state’s Everybody Learns Initiative. By collecting data through focus groups with district leaders who conveyed parent concerns, the Commission discovered that a variety of factors deterred parents from using the free broadband provided by the Initiative, including some that implicated student privacy such as worries about giving their information to third parties.

**Privacy and Equity Risks**

Assessing students’ broadband needs is a data-heavy exercise and may require new collections or new uses of student data. The collection, retention, and use of sensitive data poses risks for schools, students, and families, such as:

- **Lack of Meaningful Consent:** There are important challenges to obtaining informed, meaningful consent. Meaningful consent means the user really reads and understands the ways their data may be used, and the user feels they have a meaningful, non-coerced choice in the data collection. However, that choice may not exist for a variety of reasons, including if a parent is forced to decide between disclosing information about their family so their student can receive educational services through a school-issued device or internet connection, or not disclosing that information and foregoing those services.

- **Overcollection of Information and Indefinite Data Retention:** In addressing a problem as complex as the homework gap, schools and stakeholders may be tempted to collect as much data as possible or to hold on to that data indefinitely. However, the more data that is collected and stored on students and their needs, the more risk there is for that data to be accidentally exposed or misused. Harm to students may result due to a data breach or even simply using the data outside its intended context.

- **Loss of Public Trust:** Overcollecting or failing to protect data may erode trust in the stewards of the data. Loss of public trust can limit a school or organization’s efficacy as well as its ability to understand and address community needs and concerns.
Legal Risk: Federal and state law govern both the collection and sharing of student data, and schools collecting and using student data must ensure their collection and use comply with those legal requirements.

Lack of Capacity: Institutions may not be transparent about how data is collected, stored, and used. Consequently, students and families may not be aware of data collections or uses, how to recognize misuses, or how to address or report data misuse.

Privacy-Forward and Equity-Forward Practices

To respond to those challenges, schools should employ the following three practices:

- Develop robust data governance;
- Engage the community; and
- Comply with legal rules, including the Protection of Pupil Rights Amendment (PPRA).

Develop Robust Data Governance

Data governance is “the overall management of data, including its availability, usability, integrity, quality, and security,”¹⁵ and includes people, processes, and structures that are responsible for data and technology. When managing data that is collected to close the homework gap, data governance initiatives should address, at a minimum, the following issues:

- **Data Governance Structures**: Schools should establish a formal data governance structure for making decisions about student data that provides a mechanism to hear from the diversity of voices reflecting the populations being served and resolve any confusion or conflicts about decision-making. In the case of closing the homework gap, it is important to involve internal stakeholders who will manage and use this information (for example, edtech directors, chief information officers, local education agency data managers, service providers, state agencies, and community partners), as well as external stakeholders who play a role in providing and/or potentially being impacted by any data collections (for example, school, teachers, and families).

- **Data Minimization and Purpose, Use, and Access Restrictions**: In closing the homework gap, data governance plans should apply the principle of data minimization in which they collect, use, and disclose only the data that is necessary to getting students connected.¹⁶ Schools should establish policy and technical controls to limit access to only individuals who have a clear need for it. Additionally, schools should place limitations on the sharing of data, discussed in the Secure Collection, Storage, and Destruction Plans section of this report.
• **Transparency:** The data collected, its intended uses, and any constraints on sharing should be publicly disclosed in a way that is accessible to diverse populations in the school community. For example, one state edtech commission collected data to better understand why families were not using subsidized broadband connections. The commission made the results transparent to the community and limited the use of the data to inform policy decisions.\(^{17}\)

• **Secure Collection, Storage, and Destruction Plans:** Organizations should determine when and how data will be collected, stored, and destroyed securely.\(^ {18}\) Schools should ensure that any method used for collecting and storing data is secure, including the use of encryption technologies.\(^ {19}\) Data governance also should include plans for destroying data on an explicit timeline or when specified conditions are met, such as when a device is retired, and should consider legal requirements for retaining or destroying data. For a more in-depth discussion of this issue, see CDT’s prior work on data destruction in education.\(^ {20}\)

• **Data Incident Response Planning:** As schools collect and share data, they and their partners should develop, implement, and practice data incident response plans.\(^ {21}\) The data incident protocol should define clear roles for relevant personnel at the school and any other partner who may have access to the data. Schools also should have plans to communicate (via written notice and possibly a meeting) with families, so they know if they were affected by an incident and where to go for further assistance. Having these plans in place can make for a more efficient and effective response to any incidents, rather than having to spend time after an incident trying to determine what to do.

**Engage the Community**

A loss of public trust stems, in part, from surprise and a lack of involvement in critical decisions about collecting, using, and sharing data.\(^ {22}\) As schools develop plans to collect student data to close the homework gap, they should engage stakeholders such as students and families, teachers, and administrators.\(^ {23}\) Doing so has multiple benefits, including ensuring that school initiatives meet community needs and build trust in the use of data and the organization more broadly. It can result in the early detection of concerns, a better understanding of the community’s actual needs, and more inclusive and robust solutions.

Schools should engage both those who will use new data or repurpose existing information, such as broadband providers, public-private partners, and state agencies, as well as those about whom information is being collected, like parents and students. This engagement should inform decisions about what data is being collected, how it is being shared and used, and how it will be protected, retained, and eventually destroyed. Schools should proactively communicate with
families, giving them necessary information to provide feedback and ensure transparency. Whenever possible, schools also should inform broadband providers of their privacy standards and information the school may be unwilling to share.

Engagement efforts should prioritize inclusivity and accessibility to ensure that parents and families across all backgrounds may participate. This means meeting families where they are and providing effective engagement with parents and guardians who may work multiple jobs or evening and night shifts, speak a language other than English, have a disability, or lack access to transportation or broadband internet. For example, the Privacy Technical Assistance Center of the U.S. Department of Education recommends that schools document key aspects of programs for collecting and sharing student data and publish that documentation online; those efforts should be accompanied by offline outreach such as telephone calls to engage families that lack broadband access, as well as publishing the documents in languages used by families throughout the district.

**Comply with Legal Rules**

Both state and federal law apply to schools’ collection of student data to identify students’ connectivity needs. These laws may require a school, at minimum, to provide parents with notice of new data being collected from students, to opt out of the collection, and to inspect the survey or tool used to collect the data. How these laws apply depends on who provides the data, so schools should be clear about who is supplying the information or consider alternative methods of assessing students’ needs that do not involve collecting protected data. Importantly, although the pandemic has presented new challenges, the legal requirements around student privacy have not changed, and existing resources may guide schools through their legal compliance efforts.

At the federal level, one law governing the collection of data is the Protection of Pupil Rights Amendment (PPRA). The PPRA applies to “surveys” of students covering several subjects, including the family’s income, which schools may wish to collect to determine whether students qualify for subsidized or free broadband. If schools attempt to collect sensitive information like family income directly from students, they must provide notice of the survey to parents and give them an opportunity to opt out of its administration, assuming the survey is not mandatory. Further, a student survey funded by the U.S. Department of Education covering a family’s income may not be made mandatory for the student unless a parent first opts in. Regardless of whether a survey is subject to the opt in or opt out requirement, a parent is always entitled to inspect a survey concerning protected topics listed in the PPRA.
At the state level, more than 130 state student privacy laws have been passed since 2013.\textsuperscript{32} Those laws’ requirements can vary widely, and schools should consult with counsel before implementing a new data collection or use. For example, some schools have tracked students’ activity in online lessons to identify students who were not connected\textsuperscript{33}; Louisiana state law, however, prohibits an official or employee of any “local public school system” from collecting any of thirteen types of student information, including a student's “Home Internet Protocol Address” and “External digital identity” unless “voluntarily disclosed” by the parent.\textsuperscript{34} Similarly, New Hampshire requires parents to consent to any “non-academic survey or questionnaire,”\textsuperscript{35} and West Virginia prohibits the collection of whether a student and their family “were recipients of financial assistance from a state or federal agency.”\textsuperscript{36}

### Sharing Student Data with Third Parties Such as Broadband and Device Providers

Schools may choose to share data they collect with broadband and device providers to provide connectivity, devices, or services,\textsuperscript{37} to administer or implement a broadband or device program more efficiently,\textsuperscript{38} to ensure that the program is using public resources responsibly,\textsuperscript{39} or to conduct research. For example, in Wisconsin, the Department of Public Instruction collected data on students’ broadband needs through a survey and then shared that data with broadband providers to obtain service information for specific student addresses.\textsuperscript{40} That data sharing, however, occurred only after the Department of Public Instruction established data sharing agreements between broadband providers and schools.\textsuperscript{41}

### Privacy and Equity Risks

Although sharing data carries benefits for schools, students, and families, it also carries significant risks:

- **Secondary Uses of Data:** Secondary data use occurs when data is re-used for additional purposes beyond the original intended use, potentially diverging from the scope of what the data subject was notified of, expected, or consented to, such as marketing.\textsuperscript{42}

- **Lack of Meaningful Consent and Loss of Trust:** Sharing of data with broadband and device providers and third parties can pose challenges to meaningful consent and threaten community trust. Families or students may not expect broadband or device providers to receive their data or to repurpose it for secondary uses.

- **Maintaining Direct Control of Shared Data:** Sharing data with external partners presents the risk that the data may be reshared, given less protection from breaches
and security threats, or subject to less stringent data governance practices, such as restrictions on access, retention, and internal use.

- **Legal Risk:** As with data collection, federal, state, and local laws dictate how schools may share student data, and schools may face legal risk in entering partnerships with broadband and device providers to get students connected if schools have not conducted appropriate diligence and do not have proper agreements in place.

**Privacy-Forward and Equity-Forward Practices**

To meet the challenges that come with sharing data with third parties, schools should deploy the following three practices:

- Develop robust data governance;
- Engage the community; and
- Comply with legal rules, including the Family Educational Rights and Privacy Act (FERPA).

**Develop Robust Data Governance**

Data governance is even more essential when data is shared across multiple entities, especially with private third-party partners, who may rely on different values and assumptions when dealing with shared data. Schools establishing data sharing programs with broadband or device providers will need to ensure they have appropriate structures and procedures in place to consider whether sharing is appropriate, necessary, and consistent with students’ and families’ expectations, and develop clear policies that govern the roles, responsibilities, and processes for sharing.

Aspects of data governance may be required by local, state, or federal rules. The following data governance practices and policies will help schools and school districts address the risks related to sharing student data:

- **Data Sharing Agreements:** When sharing student data with third parties, schools should enter into a written data sharing agreement. Those agreements should be tailored to a school’s specific sharing needs and typically include items such as:
  - type of information being collected and shared;
  - the permitted and prohibited uses of the information;
  - methods of collection and sharing;
  - retention and destruction of the information shared, including a timeline or conditions for doing so;
○ protocols for addressing a violation of the data sharing agreement or other data incidents such as an unauthorized disclosure due to a breach, including clear roles for partner organizations, responsibilities for providing remedies in the event of a breach, and timely communication with families so they know where to go for assistance; and,
○ limitations on access to and redisclosure of the information.

Schools and districts also should be aware that state law may require them to develop data sharing agreements with certain elements and that guidance, model contracts, and model data sharing agreements exist. The U.S. Department of Education also provides guidance on data sharing agreements, including a checklist of items to consider as part of the contract.

- **Purpose, Use, and Redisclosure Limitations**: Data shared to get students online may be sensitive, and schools have to retain control over how it is used, or potentially risk exposing students to secondary data uses that harm them. One approach to mitigate this risk is to include purpose, use, and redisclosure limitations in the aforementioned data sharing agreement. Data sharing and use should be limited to educational purposes, which the schools should publicly delineate for their communities. In this case, “educational purposes” would entail data sharing solely to connect students at home to complete their schoolwork. “Educational purposes” must exclude commercial purposes such as marketing without discrete, meaningful parental consent.

- **Data Minimization**: Data sharing should incorporate principles of data minimization. Schools should ensure that they and their partners have policies and technical controls to limit access to only individuals who have a clear need for it to get students connected. Recipients of the data should be limited to those with a “need to know.”

- **Transfer, Storage, and Destruction Plans**: Schools should establish with partners when and how data will be transferred, stored, and destroyed. Schools should use secure transfer methods such as secure file transfers, feeds, and data-sharing services. Insecure methods, such as email or fax, are susceptible to interception and do not provide enough protection for sensitive student information. Schools also should ensure that partners use secure methods for storing data and adhere to the schools’ plans for the data’s eventual destruction.

**Engage the Community**

To help address concerns about sharing data, schools and their partners should engage diverse groups of stakeholders like students, families, teachers, and administrators not directly involved in the data sharing program. That engagement should help schools determine both how data should be shared with partners and/or whether that sharing should take place at all. Schools
should be transparent and disclose what data may be shared with service providers such as broadband companies to help connect students.

To effectively engage communities, engagement should also seek to equitably empower the diverse communities they serve. To do so, education leaders should engage community members proactively and early in the process and build stakeholder capacity for engagement, including by providing them necessary information to respond appropriately.

Comply with Legal Rules

If schools intend to share data with device or broadband providers, schools should ensure they comply with the federal Family Educational Rights and Privacy Act (FERPA). FERPA generally prohibits the disclosure of students’ “personally identifiable information” (PII) without parents’ consent unless the data sharing meets one of FERPA’s exceptions. One exception, which was updated in 2009 to permit sharing with “outside service providers” that are “acting for” the school and meet certain requirements, may be relevant:

- **School Official Exception:** The school official exception permits disclosure of PII without consent to “school officials” who are designated by the school if they meet the following requirements:
  - perform a function “for which the agency or institution would otherwise use employees”;
  - have “a legitimate educational interest” in the education records;
  - are “under the direct control” of the school “with respect to the use and maintenance of education records”; and
  - use education records only for authorized purposes and do not redisclose PII from education records to other parties without consent.

A school using the school official exception must provide parents with a “specification of criteria for determining who constitutes a school official and what constitutes a legitimate educational interest” in its annual notice of FERPA rights. Although a written information sharing agreement is not required under the school official exception, it is a best practice for schools to establish one. Conversely, a data sharing agreement alone does not qualify for the school official exception, unless all of the exception’s requirements are met.

Another FERPA exception that arises but is unlikely to support data sharing needed to connect students, is the “directory information” exception. “Directory information” is student data that, according to FERPA, would generally be considered “harmless” if released and could include a
student’s name and address. However, this information may be disclosed without parental consent only if (1) the school has provided notice to parents of the PII it has designated as directory information, and (2) parents have not opted out of its disclosure. Given these two requirements, a broadband or device provider would be unlikely to receive complete individual-level student data from schools, thus undercutting their ability to rely on that data for purposes of identifying all students’ needs. Additionally, addresses that are expressly or implicitly tied to other, non-directory information such as a student's need for broadband may not qualify as directory information.

Monitoring Student Activity Online

Schools have long monitored and coached students on their use of computers and the internet. Twenty years ago, that monitoring took place in-person, with direct supervision of students’ and communities’ use of computer labs located on school campuses. However, with the advent of new technologies, the possibilities of remote learning have expanded dramatically, and the COVID-19 pandemic has made remote learning a necessity for many students.

With those new technologies and the expansion of remote learning, schools have increasingly deployed technically sophisticated means of monitoring students’ online activity. Monitoring technology is used to manage school-issued devices remotely and monitor student activity on the internet, both at school and at home. Monitoring technology goes beyond the data collection and sharing necessary to get students connected and may permit teachers, administrators, and other school staff to see what students have open on their computer screens, open websites on a student’s laptop, switch tabs, block sites, access communications, or view browsing histories. Security flaws have also permitted school personnel to access students’ cameras and microphones without students’ permission or awareness.

School administrators that use monitoring software have stated that they seek to accomplish goals like protecting student safety, supporting student engagement, and/or complying with legal requirements, such as the federal Children’s Internet Protection Act (CIPA). All of these objectives are important to achieving positive educational outcomes; nonetheless, monitoring technology has been controversial.

For example, in Minneapolis schools, parents pushed back against the district’s use of algorithmic software to monitor students online. The software uses algorithmic technology to “scan billions of student emails, chat messages and files each year in search of references to sex, drugs and violence.” According to school administrators, the software is a valuable tool to
The Harms of Monitoring Student Activity Online

Systems for monitoring students’ online activities are gaining popularity in K-12 education settings. Some schools and school districts are turning to student activity monitoring technology as a response to the threat of mass shootings and concerns about student safety. Companies market their monitoring technologies with claims that they can identify sexual content and drug and alcohol use; prevent mass violence, self-harm, and bullying; and/or flag students who may be struggling with academic or mental health issues and need help. There is limited comprehensive data, but available figures, as well as statements from the companies themselves, suggest that spending by U.S. school districts on monitoring tools has risen substantially in recent years. However, the claims of effectiveness by companies selling these products are largely unproven, and these tools can endanger the very students they are supposed to protect. Surveilling students’ online activities raises serious privacy, free expression, and other civil and human rights concerns that schools, districts, and legislatures should safeguard against.

From a privacy standpoint, systematic monitoring of online activity can reveal sensitive information about a student’s personal life, such as their sexual orientation or health information. Additionally, surveilling students online can cause a “chilling effect” on students’ speech, dissuading them from expressing their views, engaging in political organizing, or discussing sensitive issues such as mental health. And these and other risks of harm from monitoring are likely to be disproportionately borne by minority or marginalized communities, including students of color, immigrants, and Muslim students or other religious minorities. These groups may face a higher risk of punishment or law enforcement contact based on monitoring and may be particularly chilled for fear of punishment.

Because of the threat to equity, student privacy, and free expression, if schools chose to monitor students’ online, they should adopt a community-centered approach which should be limited to only minimal data access and collection.
Privacy and Equity Risks

The monitoring technologies adopted by some schools are broad and operate at all levels of students’ online experience, including on school-issued devices, on school networks, through web apps, and even by “force installing” browser extensions. This surveillance can harm students in multiple ways:

- **Invasion of Privacy and Loss of Trust**: Invasive or unexpected monitoring can invade students’ privacy, discourage them from using the provided devices, and jeopardize public trust in institutions such as schools that are stewards of student data.\(^8^4\)

- **Increased Inequities**: Marginalized student populations are often subjected to disproportionate surveillance, due to biases in data or algorithms used to monitor students, power dynamics between schools and students, or a lack of training on the proper uses and limitations of monitoring tools.\(^8^5\) For example, certain scanning algorithms disproportionately flag words relating to LGBTQ+ students’ experiences as problematic,\(^8^6\) and social media monitoring employed by some schools has been demonstrated to disproportionately flag posts by students of color for review.\(^8^7\)

- **Chilling Expressive Activities**: Reports show that online surveillance stifles expressive activities.\(^8^8\) Because online monitoring of student activity is targeted at surveilling students’ speech, communications, and online reading, it risks dissuading students from expressing themselves or learning about potentially controversial topics, particularly when it comes to minority views or unpopular opinions.

- **Overcollection and Misuse of Data, Including in Students’ Homes**: Overcollection of data can increase risks that the data will be used out of context or disclosed in a data breach.\(^8^9\) Overcollection can occur through overbroad surveillance, including by hearing family conversations or seeing video of activities in the home. Further, video into students’ home lives has resulted in baseless discipline of students, including Black students.\(^9^0\) Students of color, students with disabilities, and English language learners are already subject to disproportionately high rates of suspension, expulsion, seclusion, and physical restraint, and concerns have emerged that new avenues of technological discipline will follow existing disparities in schools’ discipline practices.\(^9^1\)

- **Loss of Direct Control of Shared Data**: As with any data sharing, monitoring of student activity online presents the risk that the data may be reshared,\(^9^2\) disclosed in a breach,\(^9^3\) or subject to less stringent data governance practices, such as restrictions on access and internal use.

- **Wasted Resources and Deterring Participation in Funding Programs**: The use of monitoring and surveillance software redirects schools’ limited funds away from other priorities. Some school officials have stated that they (incorrectly) believe invasive
surveillance is required by CIPA, as described in this topic’s *Comply with Legal Rules* section.\(^{94}\)

**Privacy-Forward and Equity-Forward Practices**

To address harms of monitoring student activity online, schools should seek to limit overbroad monitoring of students’ activity online through the following practices:

- Promote equity;
- Engage the community;
- Develop robust data governance practices;
- Build stakeholder capacity and digital literacy; and
- Comply with legal rules, including by understanding the limited requirements of the Children’s Internet Protection Act.

**Promote Equity**

Schools are responsible for ensuring equitable use of data, which includes minimizing bias, addressing power imbalances, using data to highlight existing inequities, and ensuring equitable access to data and technology.\(^{95}\) Many monitoring technologies use algorithmic software, such as systems designed to scan student messages for signs of self-harm or bullying, and schools should take steps to fully consider whether those technologies are needed or helpful and ensure that those algorithmic technologies do not exacerbate existing inequities:

- **Ground Student Activity Monitoring in What Schools Are Positioned to Address:** Before monitoring student activity, especially using algorithmic software, schools should identify their goals in doing so and determine whether monitoring technology is necessary to or capable of meeting those goals. Consequently, it is important that schools understand the technology’s intended domain, which may be quite limited.\(^{96}\)

- **Balance Urgency to Act with Need for Evidence About What Works:** Schools and districts should look for solutions that have a proven track record of improving school safety and students’ wellbeing. Many current trends in data and technology for school safety are experimental and lack evidence to support claims related to student safety. While appropriately tailored and thoughtful data collection can be part of a holistic program to help address students’ needs, more data is not necessarily better.\(^{97}\)

- **Examine Input Data for Bias:** Ensure that any data used by the monitoring system (for example, lists of approved or banned search terms and websites) is evaluated for bias,\(^{98}\) because using biased data will produce biased results. One of the concerns with
monitoring software, for example, is that it can disproportionately subject LGBTQ+ students to monitoring because the words “lesbian” and “gay” are flagged as potentially bullying terminology.\textsuperscript{99}

- **Govern Appropriate Uses of Software Systems:** Because many systems are effective only in the specific domain they were designed for — and even then may have limitations school officials should be aware of and account for — it is important to document the use cases for the system so it is not used in unintended ways. School officials should seek to understand whether monitoring software was designed for the school setting and to avoid inaccurate or harmful results. Similarly, it is important that algorithmic monitoring systems include basic due process protections such as permitting humans to review algorithmic decisions and to intercede before a student is harmed, and that students and families have access to redress for decisions that interfere with their rights, ability to learn, or educational opportunities.

**Engage the Community**

Schools should engage communities when deciding whether to implement monitoring software and throughout the implementation process. Engaging stakeholders such as students, families, teachers, and administrators helps ensure any concerns about the system are raised and addressed before the system is put into use.\textsuperscript{100} Policymakers and education officials should affirmatively reach out to and engage underrepresented communities, particularly students and families of color, LGBTQ+ students, and students who rely on school-issued devices and connections, who may be disproportionately impacted by the monitoring of online activity. In those efforts, schools should accommodate the diverse communities they serve, including parents that may speak a language other than English, have a disability, or lack access to transportation or broadband internet. Similarly, engagement efforts should provide sufficient information to families and the community to meaningfully evaluate the proposed technology and data use and engage the school’s decision-making and data governance processes.

**Develop Robust Data Governance**

Schools should ensure that they have data governance procedures and processes in place for any monitoring of students’ activity online, including establishing how data is stored, shared, and governed and how to minimize the data that is collected:

- **Purpose, Use, Access, and Redisclosure Limitations.** As monitoring software collects data on students, it raises similar data governance concerns as data shared with broadband and device providers. Schools should ensure they have appropriate data...
governance structures and data sharing agreements with monitoring companies to establish purpose, use, access, and redisclosure limitations, as well as requirements for the secure transfer, storage, and destruction of data. Purpose and use limitations should restrict technology to educational purposes and exclude commercial or marketing purposes — even if the technology is free. Standards for developing these limitations responsibly can be found in CDT’s recent guidance on data ethics.101

- **Data Minimization.** Data governance also includes data minimization. For example, schools should collect only aggregate information whenever possible, such as trend analysis of security threats or identification of problematic sites that are being accessed by multiple students. Schools should also minimize where monitoring is occurring, such as by monitoring aggregate traffic on the school network, rather than over individual devices, to identify unauthorized access or activity.102 Further, schools should not be permitted to remotely enable and monitor device cameras and microphones, which foreseeably would capture private family conversations and activities inside the home, without meaningful and explicit parental consent.103 Schools should have a plan in place for destroying data collected by monitoring technology, as described in this topic’s *Using Data to Assess Needs and Launch Connectivity and Device Programs* section.

**Build Stakeholder Capacity and Digital Literacy**

A report from the Quello Center at the University of Michigan found that students without home internet access or who relied on a cell phone for home internet had significantly lower digital skills than those with home internet access, where “digital skills” included understanding of security and privacy issues like malware, phishing, and privacy settings.104 For organizations to ethically use data and technology — including monitoring of students’ online activity — staff, parents, and other stakeholders must have a clear understanding of the technology, the data it uses and collects, and its purposes, and access to technical support so they can address potential issues that may arise.105 Schools can increase stakeholder capacity by taking the following actions:

- Equip staff, parents, and other key stakeholders with information to understand how data is collected and used, how bias may occur in algorithmic systems,106 and how to minimize associated risks of overcollection;
- Provide customized training dependent on individuals’ roles and prior knowledge;
- Create documented policies and procedures, and share them publicly to communicate the organization’s approach,107;
- Provide regular follow-up trainings, both to refresh knowledge and discuss new developments; and,
• Provide oversight and accountability to ensure that implementation is occurring and not forgotten once the training is completed.\textsuperscript{108}

**Comply with Legal Rules**

Some schools have stated that they believe that invasive monitoring of students’ activity online is required by CIPA.\textsuperscript{109} CIPA requires schools that participate in the Federal Communications Commission’s E-Rate program comply with specific internet safety requirements, including that schools “monitor[] the online activities of minors.”\textsuperscript{110} CIPA’s “monitoring” requirement, however, is not defined, and schools should seek to meet its requirements with narrow, community-centered efforts that are limited to the minimal amount of data collection needed to achieve CIPA’s goals, both on- and off-campus.

Using CIPA to justify overly broad surveillance and monitoring of student activity can lead to an extensive list of privacy harms and can be exacerbated when monitoring occurs on devices and services used off-campus, invading students’ and families’ homes.\textsuperscript{111} During debate over CIPA, Senator Patrick Leahy envisioned that “many schools and libraries put their screens in the main reading room. One has to assume not too many kids are going to go pulling up inappropriate things on the web sites when their teachers, their parents, and everybody else are walking back and forth and looking over their shoulder saying: What are you looking at?”\textsuperscript{112} Instead of scanning students’ messages or actively monitoring their open applications or browser tabs, schools should engage parents and community members to monitor students’ online activities and coach them on digital literacy and online citizenship.\textsuperscript{113}

**Ongoing Security and Device Management Requirements**

Distributing devices to students can be an important component of closing the homework gap. However, it also comes with an added responsibility to minimize the potential for harm that can come with those devices, as they can be a vector for attacks on student privacy. In a New Orleans school district, for instance, staff threw computers away without properly destroying data on the computers. They were then found, and the finder was able to access student and school data that had been left on the computers.\textsuperscript{114} Consequently, ensuring the devices themselves are as secure as possible, and that there is a governance program in place to enable proper management of devices is critical to protecting student privacy.

**Privacy and Equity Risks**

Schools and districts should consider the following risks when implementing technical programs to address the homework gap:
● **Ongoing Resource Commitment:** Closing the homework gap requires not just a one-time cost to provide devices and connectivity to students, but ongoing management and replacement costs.\(^{115}\) That investment of resources into managing devices and connections may divert resources from other priorities.

● **Collecting Data to Track Devices and Connections:** Schools may wish to track which devices and connections are being used by students to identify those in need of support. Such tracking may pose risks to student privacy, especially where the tracking includes accessibility devices for students with disabilities (for instance, keeping track of which students have been issued technology like eye trackers or voice-to-text software). While tracking this data may be necessary, such sensitive information requires robust data governance and security practices.

● **Properly Destroying Data When Retiring Devices:** When retiring devices from educational use, schools must ensure that student data is properly destroyed, including any device backups maintained by the school for convenience or as part of a tracking or monitoring system. This applies whether the devices are disposed of, sold, or donated.

---

**Privacy-Forward and Equity-Forward Practices**

Schools may address the privacy risks from ongoing device and connectivity management through two practices:

- Build stakeholder capacity and digital literacy; and
- Implement technical best practices.

---

**Build Stakeholder Capacity and Digital Literacy**

Building the skills of all stakeholders, especially those students and families who are inexperienced with technology, can help them manage their school-issued devices in a secure way. Specific supports for students and families will be discussed in the next section, but there are also internal frameworks schools can build to support this development in their communities:

- **Understand Parents’ and Students’ Technical Needs:** In any use of data or technology, schools should proactively communicate with stakeholders, including families and students. In that communication, schools should seek to understand the families’ needs, including for technical support. Schools also should give all users the information they
need to operate their school-issued devices in a secure manner and provide ample access to technical support.\textsuperscript{116}

- **Provide Training for IT Staff and Educators:** The shift to remote learning not only altered the work of educators\textsuperscript{117} but also of technology and privacy practitioners in K-12 education as technical and cybersecurity challenges surged.\textsuperscript{118} Training educators and IT staff is a key component of protecting against and responding to data incidents,\textsuperscript{119} and schools should prepare them to navigate continued online learning.

### Implement Technical Best Practices

Several technical best practices can help keep students, and by extension the broader school community, safe:

- **Manage Access and Roles:** Restrict roles and account access so that users have only the precise level\textsuperscript{120} of access they need and no more — known as a *least-privilege* approach. This can limit the avenues of attack for malicious actors and minimize the impact of any mistakes users might make. This is particularly critical for student devices as schools may have different types of concerns and levels of trust in non-employees, such as students and parents, than they do with their own staff and faculty.

- **Keep Software Up to Date:** Automatic or mandatory software updates can keep students safe by ensuring that they always have the latest security patches available for their systems. Many users do not install system updates due to inconvenience or because they are simply unaware that they should do so. Setting up school-issued devices to update automatically avoids requiring users to manage this aspect of security on their own.

- **Offer Technical Support:** Offering technical support to families is a key way to strengthen security, as it gives families the support they need to make security-minded decisions when they are unsure, rather than trying to make their best guess with limited knowledge. One convenient way to offer technical support is by setting up school-issued devices to allow IT staff to access them remotely, relieving users of security management issues by allowing IT staff to handle them directly, which may be the easiest option for large schools and districts with a strong technical and security infrastructure. However, for smaller or less technically mature schools, remote access can be a significant threat vector in its own right.\textsuperscript{121} If malicious actors are able to hijack the access, they can do significant harm by snooping around on user devices and abusing their access to school systems. Consequently, these schools should use safer approaches to technical support such as by-appointment office hours or a dedicated help line.
Follow Best Practices for Data Destruction: In addition to supporting students and families while they are using school-issued devices, it is equally important to ensure that those populations, as well as future users of the devices, are protected after the devices have been returned to the school. This means following protocols for destroying any existing data left by the previous user and ensuring that if that device is passed on to a new user, the former user no longer has any sort of access to the device or the information on it. These protocols should include information such as what destruction techniques should be used and what, if any, data should be archived and retained. More information about these protocols can be found in CDT’s issue brief on data destruction in education. Additionally, schools should have a plan for retiring devices as they become obsolete. Devices that are no longer supported by their manufacturers with security updates should be retired as soon as possible. Additionally, devices that are unable to run school programs efficiently should be retired so as to not put the students using them at a disadvantage.

Lack of Digital Literacy and Security Knowledge

In addition to managing the technical aspects of security and safety, it is important to give students and families, especially those new to the technical world, the tools they need to keep themselves safe in the digital space. As mentioned above, capacity building within schools and districts is important, but it is also important to build digital literacy in students and families as well.

Privacy and Equity Risks

Closing the homework gap while protecting privacy is not just about devices and internet connectivity but also involves ensuring that technology users, new and old, are equipped to use these new resources safely and securely and have sufficient training and support to feel comfortable bringing technology into their home. Building stakeholder capacity can help address privacy and equity risks such as:

- **Lack of Technical Capacity:** Human error plays a role in up to 95 percent of data incidents, including opening infected attachments or clicking unsafe links. Students and families may lack the digital skills and experience necessary to navigate those security challenges. Training stakeholders on how to prevent these incidents is critical, particularly when these devices are in family homes, exposing users to all the attendant security risks.
• **Misuse of Technology**: Any new technology program should first be grounded in the purpose it is intended to serve. In the case of the homework gap, it should be made clear what the appropriate, education-focused uses are and what are unsafe or inappropriate uses. Many schools cover this in acceptable use policies, but it is important that this information is grounded in why it matters, and the related guidance and expectations are made clear to students and families. Additionally, those policies should account for the reality of their students’ lives. In some cases, multiple family members may use a student’s device without their knowledge and may violate a school’s appropriate use policy, causing a disproportionate impact or disciplinary action on some students and families who do not have access to multiple devices within the home. If the school-provided technology is something such as broadband access or a mobile hotspot, it may be overly restrictive to try to manage what students or families are using the device for if that is their primary or only internet connection, to the extent permitted by local, state, and federal rules. Policies should account for and address use cases like these.

• **Disproportionate Impact on Some Students and Families**: While the use of school-issued devices carries some associated risks for all students and families, adjusting to the devices may place disproportionate strain on families that have less experience using these technologies. They may need to do more work to figure out how to use the devices and, if devices are only given to families on an as-needed basis, some families may be using older, less sophisticated, or lower-quality devices than others. In some cases, this may mean the device itself is less secure or requires more effort from the user to be operated in a secure way. Additionally, users and families with more limited access and thus less technical experience may be more likely to expose themselves to harm via unsafe security practices and may be less aware of what data they are sharing, as suggested by recent research from the Quello Center.

**Privacy-Forward and Equity-Forward Practices**

To address these inequities, it is important to give students and families the training and information they need to use their new devices safely. It is also important to provide support hotlines, troubleshooting office hours, recurring educational workshops, etc. to ensure that users know how to take advantage of privacy protections. Specifically, education leaders should focus on building digital literacy and security knowledge through these practices:

- Build stakeholder capacity and digital literacy by providing security and safety training;
- Engage the community; and
● Develop robust data governance by setting privacy-forward policies.

**Build Stakeholder Capacity and Digital Literacy**

Students, families, and teachers should be provided with training about safely using devices to interact with services online, especially when those systems may be unfamiliar. In particular, it may be useful to train users on the “operational security” aspects of maintaining security and privacy, since these may be unintuitive to many users.

- **Teach Students and Families to Implement Best Practices:** As the stewards of the devices, students and families play a key role in maintaining their security. The next section discusses some of the technical best practices that can help keep student devices secure, but many of these practices may not be intuitive to students and families. For instance, keeping software up to date may seem like more of a convenience than a security practice, but it is a key component of device security. Schools should provide training and information about best practices when they give devices to students. Schools also should help build a culture of security by setting up frameworks for long-term support and assistance to students. This means ensuring students and families have a point of contact for tech support and security questions and may also mean setting up targeted training sessions for recurrent issues.

- **Human Factors in Security:** Operational security is the practice of protecting systems against attacks that do not rely on software or hardware vulnerabilities, but rather on manipulating users or taking advantage of mistakes. Tactics may include:
  - gleaning information like passwords by observing people when they are using their devices in public or insecure places (also known as “shoulder surfing”);
  - taking advantage of weak or reused passwords;
  - gaining access to systems by social engineering (using people’s natural social impulses against them, such as an attacker asking for the school Wi-Fi password because “they forgot,” when in practice they are trying to access the network for malicious reasons); and
  - Tactics such as phishing (sending emails or messages trying to get users to click on malicious links).

These attacks can often be prevented by users who are aware of them and given the tools to spot them.

- **Maintain Secure Password Practices:** As mentioned above, passwords are a critical component of keeping accounts and information secure. Students should be required or strongly encouraged to password-protect any school-issued device they are given. School IT staff should maintain a mechanism for resetting passwords if the student loses
or forgets the password they have chosen for their device. Where possible, it may make sense for schools to support this through policy (such as using a single-sign-on system for school accounts to avoid password reuse). However, schools should also teach students and families what makes a secure password (such as, not using common words or easily discoverable personal information) so that users can carry that knowledge over to other systems and environments.

- **Safety**: For novice users, especially children, more basic training about why some information is best kept private and how many safety lessons translate to the digital space may be useful. In much the same way that children learn to be aware of their surroundings in parking lots or sidewalks, they should also apply that same caution to digital environments like the internet.

- **In-Home Security Basics**: For users who are new to in-home internet access, training on secure passwords and the value of using a secure network instead of an insecure one may also be useful. Users may not realize that password protecting a network does more than just keep people from stealing bandwidth — it can also be an important part of protecting other devices using that same network.

**Engage the Community**

When designing device and digital literacy programs, understanding the concerns and needs of students and families will be critical to garnering the buy-in and comfort that will be critical to the success of the programs. Engagement should make room for families to discuss their concerns and questions about the program and how those concerns might be mitigated, such as by offering alternatives like extended computer lab hours on campus for students who are uncomfortable bringing devices into their homes.

**Develop Robust Data Governance**

Part of the training on using devices securely should also be to explain the reasoning behind any device usage policies put in place by the school. Ensuring that students and families understand what harm the policies are intended to protect against can be an important component of garnering buy-in to follow those policies more carefully. It can prevent people from searching for convenient workarounds to “inconveniences” like password protecting devices if they understand that the workaround may undermine their safety and that of the rest of the school community.
The pandemic brought the necessity and urgency of closing the digital divide into sharp relief. However, it is also clear that efforts to address the disparity cannot come at the expense of equity and privacy, or they run the risk of further disadvantaging the very students they are meant to help. The practices and considerations laid out in this brief provide a roadmap to addressing the digital divide in a privacy- and equity-forward way to ensure that all students have equal access to education in an increasingly digital world.
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