


ABOUT CENTER FOR DEMOCRACY & TECHNOLOGY 

The Center for Democracy & Technology is a 501(c)(3) working to promote democratic values 

by shaping technology policy and architecture, with a focus on the rights of the individual. 

Based in Washington, D.C., and with a presence in Brussels, CDT works inclusively across sectors 

to find tangible solutions to today's most pressing technology policy challenges. Our team of 

experts includes lawyers, technologists, academics, and analysts, bringing diverse perspectives 

to all of our efforts. Learn more: ​cdt.org/ 

ABOUT STUDENT PRIVACY 

CDT’s vision for the ​Student Privacy Project ​is to create an educated citizenry that is essential to 

a thriving democracy by protecting student data while supporting its responsible use to 

improve educational outcomes. To achieve this vision, CDT advocates for and provides 

solutions-oriented resources for education practitioners and the technology providers who 

work with them, that center the student and balance the promises and pitfalls of education 

data and technology with protecting the privacy rights of students and their families. 

ABOUT EQUITY IN CIVIC TECH 

As governments expand their use of technology and data, it is critical that they do so in ways 

that affirm individual privacy, respect civil rights, foster inclusive participatory systems, 

promote transparent and accountable oversight, and advance just social structures within the 

broader community. CDT furthers these goals by providing balanced advocacy that promotes 

the responsible use of data and technology while protecting the privacy and civil rights of 

individuals. We engage with these issues from both technical and policy-minded perspectives, 

creating solutions-oriented policy resources and actionable technical guidance. 

AUTHORED BY 

Elizabeth Laird, CDT Director, Equity in Civic Technology 

Hannah Quay-de la Vallee, Senior Technologist 

This report was created with consulting support from Maya Lagana, Independent Consultant, & based on 

advisory guidance from Jake Metcalf, Ethical Resolve. 

Center for Democracy & Technology

https://cdt.org/


Data Ethics in Education and the Social Sector: 
What Does It Mean and Why Does it Matter? 

 Executive Summary ​.. 

Data and technology are playing an increased role in educating and supporting students and 
their families. This has become even more pronounced as a result of the global pandemic, 
during which schools are relying on technology to support distance learning and may collect 
new data about students’ health to provide safe in-person instruction. With this growing 
reliance on data and technology comes an increased responsibility to ensure not only that data 
is kept private and secure, but also that new technologies are used only to benefit students, not 
limit their educational opportunities. To achieve this goal, policymakers and practitioners need 
to look beyond privacy and security to how data and technology might be misused or have 
unintended consequences. Responsible planning and clear guardrails can help ensure 
technology is used to support students and their families.  

A data ethics approach can support the education sector in shaping policies and practices that 
promote the responsible use of data and technology. Simply put, data ethics is the application 
of ethics concepts and resources to the specific challenges of responsible data use. However, 
operationalizing ethical data practices requires further understanding and scoping around two 
key areas: 

● Supporting fair and equitable use of data and technology to maximize the potential to
improve the public good and lives of individuals; and

● Managing risks that lead to negative impacts on individuals, especially vulnerable
populations.

As highlighted in ​Figure 1​, important topics within both of these areas should guide the 
education sector’s use of data and technology.  

Figure 1. Data ethics definitions and related topics 
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Additionally, ​Figure 2​ provides an overview of the range of reasons why it is important to 
address data ethics, both to achieve proactive benefits and avoid potential risks: 

Figure 2. Reasons to address data ethics 

Finally, there are several key issues that must be addressed to ensure that data is used 
responsibly and ethically:  

● Governance and oversight: ​ Data governance is the management of data and
technology, including people, processes, and structures that oversee their use.
Governance is fundamental to supporting ethical data use and should address issues like
data quality; data retention, deletion, and minimization; promoting user access and data
ownership; and outlining and enforcing appropriate uses of data and technology. These
structures are important in their own right, and also lay the foundation for addressing
other important data ethics issues.

● Stakeholder engagement: ​Organizations should engage stakeholders like students and
families, teachers, and administrators throughout the process of adopting and using
data and technology. Doing so has multiple benefits, most notably increased buy-in and
trust in the use of data as well as the organization more broadly. It can also result in the
early detection of concerns, and allow for more inclusive and robust solutions for those
concerns.

● Equity and bias: ​ The use of data and technology has the potential to improve equity and
limit biases, but only if the collection, analysis, and use of data is designed intentionally
to meet these goals. There are many examples of how the use of data and technology
reinforces the biases and inequities present in society, particularly in research uses and
artificial intelligence applications.

● Transparency ​: Transparency throughout the data life cycle enables individual providers
of the data to be informed participants, helping build trust in the process.

● Capacity-building: ​ Because data and technology are rapidly evolving, it is a challenge for
organizations, especially under-resourced organizations like schools, to have the
capacity to enact and follow ethical data practices and policies. Organizations can build
capacity by participating in trainings, creating guidance resources, and having dedicated
staff to support team members in this work.
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● Secondary data use: ​ Once data has been collected, it is sometimes reused for additional
purposes beyond the original intended use, potentially diverging from the scope of what
the data subject previously consented to or was notified of. This can violate the trust
and consent of the data subject, since it does not meet their expectation of how the
data was meant to be used.

● Privacy and security: ​ Privacy is the idea that people should be able to control their own
information, and that the entities that are authorized to collect and use that information
do so in ways that respect an individual’s autonomy. Security is the practice of
preventing unauthorized access to information and the systems that hold it. In
education, data privacy is governed by laws at both the state and federal levels,
although these laws often do not fully cover associated best practices.

● Open data access and research ​: Some data sets may be aggregated or stripped of
identifiable information for purposes of sharing with researchers or the broader public,
which can raise issues of privacy and security, risk of re-identification, secondary data
use, transparency, and consent.

● Consent​: Consent can play a role in supporting responsible data use, even in instances
where it is not legally required, as it can assist with ensuring stakeholder buy-in and
transparency. However, ethical data use cannot rely on users’ consent alone. There are
important challenges to informed consent, including whether the user really reads and
understands the ways their data may be used, and whether the user feels they have a
meaningful, non-coercive choice. Therefore, consent alone is not sufficient to protect
individuals and should be complemented with other practices.

Although the field of data ethics is still evolving in education, responsible data use is of critical 
importance for all organizations that seek to utilize data and technology to improve outcomes 
for students and their families. A particular use of data or technology might be legal, private, 
and secure, but not in the interest of students and families. Therefore, data ethics is an 
important framework to support beneficial data and technology uses while minimizing 
potential harms. This report seeks to provide a working definition of data ethics, explain why it 
matters for educators and public officials, and explore key topics and practices that need to be 
addressed to operationalize data ethics principles. 
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   ​Introduction​.. 

 What Is Data Ethics?​.. 

Data ethics is the application of ethics concepts and resources to the specific challenges of 
responsible data use. However, there is wide variation in how this term is interpreted and 
operationalized. Based on research of the field of data ethics and its application to education 

* ​ For CDT-published resources around student privacy during COVID-19, please visit ​cdt.org/student-privacy​.
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Although the use of data and technology in education and the social sector has increased over 
time, the global pandemic has led to a sharp expansion of their use.​1​ School systems have had 
to grapple with how to use data and technology responsibly while still protecting student 
privacy. ​2​ For example, schools may be able to securely collect new data about students like 
their health symptoms or their COVID status, but there are active debates about what should 
be done with that information. ​3​ Schools must create a safe environment for teachers and staff 
while ensuring that this sensitive information is not used to discriminate against, stigmatize, or 
otherwise cause harm to students.  

Given this unexpected expansion, it is more urgent than ever for educators and administrators 
to have the skills and knowledge to use technology and data responsibly. Whether schools are 
providing services in-person, virtually, or through a hybrid of the two​1​* ​, they must reckon with 
the increase in the use of educational technology. Recent research suggests that approximately 
three in four teachers and parents​4​ support an increased level of online learning after the 
pandemic ends, reiterating that the need for responsible data use will only grow.   

Despite significant discussion of student privacy, there has been limited exploration of broader 
issues around responsible use of data and 
technology in education—a field often 
referred to as data ethics. In light of this 
gap, this report seeks to provide a working 
definition of data ethics, explain why it 
matters for educators and public officials, 
and explore key topics and practices that 
need to be addressed to operationalize data 
ethics principles. The main focus of this 
paper is high-level data ethics issues and 
practices in education; however, the ​Deep 
Dive in K-12 Education​ on p. 21-24 and 
Appendices A-C provide more detailed 
information about these issues in higher 
education, the social sector, and other 
emerging technologies.  

https://cdt.org/student-privacy


and the social sector, CDT has developed the following working definition of data ethics that 
will be used throughout this document​: 

In addition to this working definition, operationalizing ethical data practices requires further 
understanding and scoping around two key areas: 

● Supporting fair and equitable use​ of data and technology to maximize the potential to
improve the public good and lives of individuals; and

● Managing risks​ related to data and technology use that lead to negative impacts on
individuals, especially vulnerable populations.

Supporting fair and equitable use: ​One focus of data ethics is the fair and equitable use of data 
and technology to support an organization’s mission and goals. This includes furthering the 
aims of the organization as well as supporting individuals. ​5​ In the case of education, this means 
using data and technology to improve outcomes for every student.  

To support fair and equitable data use, practitioners and policymakers should consider five 
guiding principles: 

● Address the full life cycle of data: ​Data ethics should be incorporated into the full life
cycle of data, including collection, management, analysis, application, and ultimately
deletion or archiving once the data is no longer being used.

● Ensure equity: ​Data ethics requires organizations and practitioners to be responsible for
ensuring equitable use of data, but it is important to consider what equity means in this
context. Equity can refer to minimizing bias, addressing power imbalances, using data to
highlight existing inequities, and ensuring equitable access to data and technology.​6

● Support the public good: ​Using data and technology responsibly includes a clear moral
imperative to promote the greater good rather than self-interest. Supporting the public
good can include making data publicly available to researchers for broader benefit
(while bearing the privacy and security of data subjects in mind), as well as looking at
how data is used once it has been collected.

● Focus on the best interests of data subjects​: In addition to supporting the public good,
an ethical approach should also ensure that the interests of the individuals providing the
data are considered by those using the data. Centering the best interests of data
subjects necessarily means protecting their privacy, but should also consider how
individuals can benefit from data and technology use, granting individuals access to
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A set of evolving principles on how to collect, manage, share, and use data in a 
secure and equitable way that avoids harm to the individual and is in support of the 
public good​. 



their data, and minimizing potential harms like discrimination. Organizations should 
consider this aspect of data ethics as the technology-minded version of the Hippocratic 
oath, in that the data collector should follow a principle of “do no harm” to the data 
subject. ​7 

● Establish a clear purpose for data use: ​Organizations should be thoughtful in how they
collect, manage, and use data, rather than using data for data’s sake.​ 8​ They should
establish a purpose-driven plan for how they will use data and technology to benefit
both the public good and individuals.

Managing risks of data and technology use: ​The benefits of using data to drive improvement 
across sectors are clear, but so are the risks to privacy and equity.​ ​High-profile privacy breaches 
and questionable uses of data and technology as schools moved online in spring 2020 provide 
recent examples of how data and technology can harm individuals rather than help them.​ 9  

Data ethics provides a framework to help organizations and practitioners reap the benefits 
while mitigating and minimizing the harms to individuals. To that end, practitioners and 
policymakers should address three aspects of data and technology: 

● Protect privacy: ​Protecting sensitive data is a key component of data ethics. This
includes privacy as well as secure storage, user access control, and data retention
policies. ​10

● Go beyond legal compliance: ​Laws related to how data is collected, shared, and used are
often insufficient to address new uses of data and new technologies, as technology
often evolves more rapidly than the legal framework that governs it. A focus on data
ethics can help organizations identify these deficiencies and develop norms beyond
existing laws. ​11

● Evolve as technology and policy changes:​ Data ethics principles need to evolve along
with technology to address the issues that arise as data and technology shift.​12

Organizations should revisit their policies on a regular basis to keep pace with changes
in technology and policy.

● Prevent discrimination​: Data ethics seeks to prevent potential harms that could occur
from data and technology use including discriminatory actions, some of which may carry
legal risks as well. Emerging uses of algorithmic systems are particularly susceptible to
exacerbating inequities. ​13

 Why Does Data Ethics Matter?​.. 

There are a series of benefits that organizations can achieve by incorporating data ethics 
considerations, as well as potential risks if they ignore or fail to address the concerns these 
considerations are meant to target. 
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Benefits of incorporating data ethics: 

● Balance competing interests​:​ ​The use of data requires balancing competing interests,
including a common tension around individual versus collective good. One role of data
ethics is to balance these two interests appropriately so that individuals do not
experience undue harm for the collective benefit, particularly if those individuals are
unlikely to experience the benefit themselves. This tension commonly plays out
between the benefits of research that aims to improve quality of life for many people
and the privacy concerns of an individual whose data would be used in that research.
While there is not a universal answer to the question, organizations can use data ethics
principles as a framework with which to weigh these risks. ​14

● Build and maintain equity​: The use of data and technology has the potential to improve
outcomes and increase equity if used responsibly; however, it can also perpetuate
existing biases if safeguards are not put into place. Incorporating data ethics principles
can help organizations ensure that they are considering equity when engaging with data
and technology. ​15

● Adhere to a moral imperative​: While different organizations approach their roles in a
variety of ways depending on the sector, mission, and other factors, there is a strong
moral imperative to support responsible data use. ​16​ This is because of the potential
harms to individuals, particularly when considering sensitive personal information, as
well as the outsized harm that data can cause to vulnerable groups.

● Gain public trust​: An organization’s success is at least in part dependent on its
reputation within its community. Consideration and responsiveness to data ethics
considerations is increasingly important to maintaining reputation and, correspondingly,
public trust. ​17​ Organizations should not just address these issues, but be transparent and
proactively communicate with the community about their efforts.​18

● Ensure data-driven continuous improvement​:​ ​Data ethics principles can also help
establish trust in organizations, allowing those organizations to continue collecting and
learning from data from their community. Failure to ethically use data and technology
can lead community members to disengage from any data collection, limiting an
organization’s ability to use data for good. ​19

● Prevent large-scale crises​: There are many examples of data ethics issues that only get
attention when a large-scale crisis such as a data breach occurs; in some ways, data
breaches are a risk of failure to incorporate ethical considerations. If not prevented,
data breaches and other large-scale crises are damaging to organizations in terms of
both reputational risk and their ability to achieve their goals if data is no longer usable
(either because it has been corrupted or because users rescind consent).​20​ Being
proactive in incorporating data ethics can help to both avoid such crises from occurring
and also limit the fallout to reputational risks and individual harm if such a crisis were to
occur.​21
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In addition to these themes, the increasing ubiquity of data and technology in all sectors makes 
it important for every organization to pay attention to issues of data ethics. 

Risks of not addressing data ethics: 
● Entrench inequalities: ​Mission-oriented organizations, like those in the education and

social sector, need to guard against potential misuses of data and technology that work
at cross-purposes of their goals to increase equity and opportunity. ​22

● Lose public trust:​ Organizations need to be ahead of crises that would result in loss of
public trust. In the government and nonprofit sectors, this is particularly important given
that these organizations often offer important services, which they are unable to
provide if the community distrusts them. ​23​ Loss of public trust can limit an organization’s
efficacy, as well as limit its ability to carry out an equity-driven mission if data is not
being used in a fair way. ​24

● Suffer backlash against data use: ​There are numerous examples, including in education,
of inattention to data ethics leading to a backlash against data and technology use. The
public will assume that, because an issue arose, it is not possible to use data responsibly
or that the risks outweigh the benefits, or that the organization is unable or unwilling to
mitigate those risks. This is a reason why education (both K-12 and higher ed) are
behind other sectors in the use of data, despite the many benefits of data and
technology. ​25

● Breach sensitive information​: Security breaches not only damage public trust but can
have harmful and long-lasting effects on individuals, including identity theft,
stigmatization, and cyber-bullying. Ethical data practices can abate the risk of security
breaches, and minimize privacy harms as well as the loss of trust and sense of privacy.​26

 What Are Key Data Ethics Issues, and What Can Leaders Do​.. 
 About Them?​.. 

Ethical data practices and policies span multiple important issue areas. The sections below 
provide overviews of the following issues, as well as actions that leaders can take to support 
the responsible use of data: 

Governance and Oversight 
Data governance is “the overall management of data, including its availability, usability, 
integrity, quality, and security,” ​27 ​and includes people, processes, and structures that are 
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responsible for data and technology. It serves as a foundation from which to address many 
other issues related to the responsible use of data, as it is a framework for building and 
managing data use policies. ​28  

Data governance commonly addresses issues around ethical data practices, such as: 

● Data minimization:​ Organizations can be inclined to collect as much data as possible,
regardless of whether there is an identified need for the data. The principle of “data
minimization” encourages the collection only of data that has a clear purpose and use,
minimizing the risks of collecting data that is not used or needed (like data breaches or
using data out of context). Additionally, select and limited data sharing and
privacy-protective user access may assist in data minimization by ensuring that the same
data is not being collected multiple times for different purposes.​29

● Data ownership:​ Defining who has the ultimate control and legal rights over the data is
an important decision that is best done early and documented in a formal agreement.​ 30

● Data storage:​ Governing data storage includes the rules and processes to ensure
appropriate deletion, retention, and maintenance of data. It is important that these
rules and processes are established on the front end, shared transparently, and
designed to protect user data. ​ 31

● Data sharing: ​Data governance is even more essential when data is shared across
multiple agencies, as the issues become more complex.​32​ Organizations will need to
consider whether sharing is appropriate, necessary, and consistent with users’
expectations, and develop clear policies that govern the roles, responsibilities and
processes for sharing. This includes requirements around privacy, storage, use, and
deletion. Effective data governance approaches provide a framework for different
organizations to ensure that they are using consistent practices and procedures when
dealing with their shared data. ​33

● Data deletion:​ Because all data comes with some amount of risk, collecting unnecessary
data or keeping data after it is no longer useful creates an unnecessary risk that that it
could be used out of context or exposed in a breach. Creating policies and procedures
governing when and how to delete data can minimize the risks that come with amassing
unnecessary data. ​34

● User access:​ Limiting user access to only individuals who have a clear need for it can
help organizations ensure privacy protection and minimize the likelihood of
inappropriate data access or misuse. ​35

● Data quality:​ A perennial issue that underlies all of these considerations is the need to
ensure that data is accurate and valid before using or sharing it. Organizations have an
ethical obligation to ensure the accuracy of data, and if they do not, any insights gleaned
from that data or actions taken based on that data may be misguided and do more harm
than good. ​36​ Organizations should consider adopting mechanisms for users to view and
request the correction and deletion of information held about them.

● Documentation:​ For transparency purposes and to ensure policies are maintained for as
long as data is being used, organizations should put in place appropriate documentation

9 



around data use, including internal policies and procedures, data sharing agreements, 
decision-making frameworks, and well-constructed contracts, particularly as they relate 
to technology vendors. ​37​ Ideally, government agencies (such as school districts or state 
education agencies) can create systemic frameworks for these types of documents to 
help support consistency across organizations, rather than having individual 
organizations create their own unique documents. ​38 

It is important to note that many of these issues are also important when working with outside 
vendors and across the life cycle of data-related projects.​39  

Stakeholder Engagement 
Organizations will benefit from engaging stakeholders as they develop their data governance 
frameworks ​41​. Data and technology initiatives benefit from diverse perspectives, which help 
surface potential problems and develop frameworks that work for a broad cross-section of 
users. Stakeholder engagement will also increase buy-in and trust in how data and technology 
are used, which can increase faith in an organization more broadly. Moreover, there are risks to 
not engaging stakeholders in decision-making about data and technology, in that organizations 
are more likely to encounter pushback on how data is being used. In the event of a breach or 
other issue, people are more likely to be understanding if they had buy-in on the front end, 
seeing firsthand that meaningful steps were taken to put protections in place.​42  

Stakeholder engagement can range from informational, to advisory, to giving stakeholders 
decision-making authority. Depending on the topic, it may or may not be appropriate or 
necessary for stakeholders to have decision-making power. Some argue that certain groups 
(e.g., parents of K-12 students) should be involved in decision-making, while others argue that 
for certain issues, engagement should be more informational in nature.​ 43  
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Actions for Leaders: 
Data governance is an ongoing process that is never finished. Leaders can support 
effective governance of data and technology by taking the following actions:  

● Set a clear vision and mission for data governance;
● Establish a data governance body and ensure that it has members that

represent all relevant parties and a broad range of expertise;
● Clarify the roles and responsibilities of both the governing body and individual

members, including decision-making rights;
● Create transparent processes, including for decision-making; and
● Provide resources and training to ensure the long-term sustainability of the

governing body.​40



Equity and Bias 
The use of data and technology has the potential to improve outcomes, in that they can be 
used to benefit individuals (e.g. share data to coordinate services across different public 
agencies to provide better care) as well as improve the public good (e.g. analyze data to reveal 
policies and practices that are working and could be replicated). However, these benefits will 
only be realized if the collection, analysis, and use of data is designed intentionally to meet 
these goals and minimize potential bias. To this end, it is important to identify and address the 
ways in which using data and technology could inadvertently create, entrench, or worsen 
inequities or have other unintended consequences.  

Certain data elements can be inherently biased, and including them in analyses will bias the 
outcomes of the analysis towards (or against) a particular group. In education, students of color 
are disciplined at a greater rate than their peers (both in terms of number of infractions as well 
as the severity of consequences), so using discipline data in certain analyses could result in the 
over- or under-identification of students of color, which could negatively affect their outcomes. 
Alternatively, using data from a non-representative sample (e.g. omitting certain groups or 
simply failing to collect sufficient data from those groups) and then applying the findings to the 
broader population can result in practices or policies that are not beneficial for certain 
populations within the broader community. ​45  

For example, federal funding for schools is determined, in part, by the U.S. Census; however, 
language barriers as well as fears of government and immigration enforcement often results in 
an under-counting of Latinx and immigrant families. With the most 2020 Census data collection, 
the inclusion of a question about citizenship status threatened to further bias the underlying 
data, exacerbating risks of using this data and resulting in some school districts losing hundreds 
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Actions for Leaders: 
To create trust, understand and address community concerns, and strengthen 
relationships with the community, leaders can engage stakeholders—especially 
those about whom data is being collected—by taking the following actions:  

● Identify a clear purpose for community engagement;
● Engage communities early in the decision-making process;
● Proactively communicate with families, giving them information upon which to

base their input;
● Build capacity among communities to help them engage;
● Prioritize inclusivity within community engagement efforts;
● Be open to implementing feedback gathered; and
● Clearly communicate why the organization is collecting and using the data or

deploying a new technology tool, to ensure understanding and build buy-in. ​44



of millions of dollars and limiting their ability to serve all students, especially the highest-needs 
students. ​46 

In addition to the danger of bias in how data is collected and used, organizations should also 
consider other equity issues that can arise from the use of data and technology. Among those 
issues is equitable ​access ​ to data, which can be influenced by the power dynamics of a given 
situation. The organizations that have authority over individuals may be the same organizations 
that control whether and with whom their data is shared. For example, in the case of education 
records, public school parents have legal rights to access and correct records, but federal 
student privacy laws do not require schools to honor those requests or delete information after 
a certain period of time. This imbalance means some parents might be successful in cleaning up 
or limiting access to their child’s records, while other parents will be unsuccessful in their 
attempts or not even try for fear of damaging relationships with the school staff. In this 
dynamic, individuals may lack the power or comfort to request access to information about 
them (to correct or delete it), or the power to push back if this request is not honored.​47 

Lastly, emerging technologies have the potential to exacerbate bias. For example, predictive 
analytics, particularly when machine learning is utilized, can significantly increase inequitable 
outcomes if bias is not accounted for in their design and evaluation.​48​ For example, as 
previously mentioned, students of color are disproportionately disciplined at a greater rate 
than their peers, so early warning systems that use discipline data to predict whether a student 
is on track or at risk of dropping out of school will identify more students of color. In the case of 
Pasco County,​49​ this information was being shared with law enforcement, which could further 
expose students of color to law enforcement and reinforce the school-to-prison pipeline. 
Additional examples of emerging technologies, as well as their impact on equity and bias, can 
be found in Appendix C. 
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Actions for Leaders: 
To address equity and minimize bias in data and technology, leaders can take the 
following actions: 

● Examine input data at the outset and mitigate potential biases before the
system is deployed;​50

● Be conscious of biases and ensure they are not being built into algorithms or
other decision-making structures;​51

● Be aware of the data set or technology tool’s fitness for its intended purpose
and use it only for this purpose;

● Avoid over-reliance on algorithmic tools and instead use them as one input for
decision-making;​52

● Conduct ongoing stakeholder engagement and transparency to ensure biases
are being identified and addressed; and



Transparency 
Data ethics seeks to ensure transparency at all stages of the data life cycle, from collection 
through analysis and use, to support data quality, create trust, and establish buy-in. 
Transparency about data and technology can be defined in a number of ways, but can generally 
be put into three categories: transparency about data collection, data use and storage, and 
data-driven decision-making. ​54​ Specifically regarding decision-making, transparency includes 
visibility into how decisions are being made based on data, including methodology, 
decision-making processes, and the underlying data itself.​55  

Lack of transparency can create issues both for organizations collecting data and individuals 
whose data is being used. If individuals do not understand the decision-making processes that 
utilize their data, they will not have buy-in to the decisions that impact them directly.​56 
Organizations should build transparency to support data ethics goals, such as: building public 
trust in data and its uses; ensuring accuracy of data; establishing accountability; and creating 
equity in access to data that can be used for research purposes.​57  

Capacity-Building 

As data and technology rapidly evolve, many organizations may feel they lack the capacity and 
knowledge to develop and maintain appropriate data practices. However, in order for 
organizations to use data ethically and to its full potential, staff and other stakeholders must 
have a clear understanding of data, technology, and their purposes, or access to technical 
support so they can address potential issues that may arise. ​59  
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● Conduct continuous oversight of algorithms and decision-making processes to
ensure they are appropriate, and address any biases that emerge.​53

● More information about how to ensure equitable access to data is provided in
the section on ​Open Data Access and Research​.

Actions for Leaders: 
To support meaningful transparency, leaders should take the following actions: 

● Be clear on the what, who, how, and why to all stakeholders on the front end
and across all stages of the data life cycle;

● Go beyond compliance and seek to build understanding, avoiding the common
trap of publishing an overly complex notice about data usage that is not
actually accessible for key stakeholders;​58​ and

● Provide information in multiple formats and modalities to reach different
audiences.



When building capacity around data and technology, the following areas are especially 
important to consider:  

● Awareness of all the data maintained by the organization and the ethical implications of
holding and using that data;

● Building an organizational culture that is data-driven and places a high premium on the
responsible use of data;​60

● Relevant laws and policies that should govern the use of data;
● Engagement with affected communities about the collection of their data and how it

will be used;​61

● Decision-makers’ understanding about the data that they are using to make decisions,
including the data’s strengths and limitations, and the potential risks of bias;

● Awareness of bias among those who are developing algorithmic decision-making
systems, as well as an understanding of how additional qualitative or anecdotal
information might be relevant and when that contextual data will require human
intervention in the automated system;​62​ and

● Documentation to ensure knowledge transfer in the event of staff transition.​63

Secondary Data Use 
As discussed in the ​Transparency ​ section, organizations should communicate to stakeholders 
what data will be collected about them and how it will be used. However, once data has been 
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Actions for Leaders: 
Organizations can increase their capacity to engage in responsible data use by 
participating in trainings, creating guidance resources, and having dedicated staff 
to support team members in this work, incorporating professional development 
best practices more generally. To do this, leaders should take the following 
actions: 

● Ensure all staff and other key stakeholders are trained to understand how data
is collected and used;

● Provide customized training dependent on individuals’ role and prior
knowledge;

● Create documented policies and procedures, including versions that can be
shared publicly to communicate the organization’s approach;

● Provide regular follow-up trainings, both to refresh knowledge and discuss
new developments; and

● Provide oversight and accountability to ensure that implementation is
occurring and not forgotten once the training is completed.​64 



collected, it often may be re-used for additional purposes beyond the original intended use, 
potentially diverging from the scope of what the data subject was notified of or consented to. 
Algorithmic decision-making systems often rely on data from disparate, integrated data sets to 
identify unanticipated patterns, which incentivizes data holders to integrate and repurpose 
data sets without knowing in advance how the data will be used. While repurposing data may 
be useful for gaining insights and improving systems, it complicates other data ethics issues like 
transparency, community engagement, and consent. 

Secondary data use can become an issue with any data that is collected, but occurs most 
frequently in these scenarios:  

● Data was collected for informational purposes and then is used for decision-making;
● Data was originally not going to be shared with outside agencies, but in the end the

decision is made to share the data externally;
● Data was collected to support the individual but then is used for a collective purpose,

such as research; or
● Data was collected, aggregated, and used for systemic decisions but is then

disaggregated and used to make decisions about individuals.​65

A risk of secondary data use is losing public trust, especially if used for purposes beyond which 
consent was given or in a way the individual would not expect. Additionally, secondary data use 
can increase privacy and security risks if data is kept longer than initially intended or shared 
beyond its initial purpose, and data may be misused if it is shared with other parties who may 
have different missions, different data governance standards, or a lack of understanding of the 
data provided. ​66  

Secondary data use is especially pertinent to research. Data is often collected across fields to 
track and support individual outcomes (e.g. test scores or health screenings), but may also be 
helpful to research to support the broader sector. Often these research projects have not yet 
been identified at the time of the data collection, so consent can be difficult or impossible to 
collect. In some cases, de-identified or aggregate data could be used for research purposes and 
may pose less of a privacy risk, but de-identification must be done carefully by someone with 
proper training to minimize the risk that the data is re-identified, thus exposing the individuals 
to privacy loss, financial risk, or other harms.  
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Actions for Leaders: 
To limit secondary data uses, especially those that are not communicated and for 
which consent was not given, leaders can take the following actions to minimize 
related risks:  

● Establish strong data governance that evaluates secondary data use
independently for their harms and benefits, which can serve to limit the



Open Data Access and Research 
Initiatives that are aimed at providing open data access and supporting research refer to 
increasing access to information that could be analyzed and used to make better systemic 
decisions. The concept of open data includes treating data as a public good, particularly for 
research purposes. Typically access to “open data” refers to access to ​aggregated​ data, or data 
where much of the identifiable information has been removed, although not in all cases. Open 
data access is intended to achieve two primary goals:  

● Broaden the potential uses of data that has already been collected to maximize its
potential impact; and

● Ensure that lack of resources or other barriers do not create inequitable access to
data. ​68

However, there are also ethical concerns related to open data access, including: 

● Privacy:​ The more broadly data is shared, the more opportunities there are for subjects’
privacy to be compromised. Although removing personal information can help to
minimize these concerns, advanced technology makes it difficult to eliminate this risk.
This includes the increased potential for reidentification of individual information when
information is released publicly.

● Secondary data use:​ By its nature, making data available to the public encourages
secondary data uses. While these uses are generally for research and often only utilize
aggregated data, the data is often available to the general public and can be misused.

● Consent and transparency:​ Depending on the type of data released and how broadly
access to it is granted, it is often difficult to obtain consent from data subjects for all
uses, or to be transparent about how it might be used. ​69
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misuse of data (it is also important to acknowledge that particularly sensitive 
data like genetic and health data cannot be re-used absent direct and express 
opt-in). ​67  

● Delete data after it is no longer needed for its initial purpose and ensure only
anonymized data is stored;

● If consent is collected, provide the full range of potential uses; and
● Proactively communicate any changes in the use of data and collect consent

from original data providers.



● De-identification and anonymization:​2​**​ As data sets get bigger, more data is available in
the public realm, and matching software grows more advanced, guaranteeing that data
will remain de-identified becomes increasingly difficult. Organizations will need to
grapple with the degree to which de-identifying data, such that the information cannot
be traced to individuals, is possible while still providing some level of access to the data. 

70​ Techniques such as differential privacy or federated learning may help to achieve
these goals.

● Data reporting:​ Related to transparency, data reporting must be based on quality data
and valid and reliable analyses, as well as displayed in ways that do not mislead the
consumer of the data. One common issue that arises here is trying to simplify data for a
range of audiences in a way that alters the conclusions or does not adequately discuss
the limitations of the data. ​71

Privacy and Security  
Privacy and security are fundamental issues to address in support of the goal of ethical and 
responsible data and technology use. Privacy is the idea that people should be able to control 
their own information, and that the entities that are authorized to collect and use that 
information do so in ways that respect an individual’s autonomy. ​73​ Security is the practice of 
preventing unauthorized access to information and the systems that hold it.​74  

** ​ The terms “de-identification” and “anonymization” are sometimes used interchangeably, while in other 
contexts they have distinct (but related) meanings. In computer science, de-identification typically refers to the 
removal of personally identifiable information (PII) from a record (or the decoupling of PII from the rest of the 
record so that it can be re-identified later if needed), while anonymization is generally used to refer to additional, 
more complex methods such as shuffling or adding noise to the data, which can make recovery more difficult 
than simple de-identification. 
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Actions for Leaders: 
Leaders can take the following actions, based on emerging practices that attempt 
to balance the benefits and risks of open data access: 

● Utilize clear governance practices that regulate who receives access and for
what purpose, particularly for individual data records;

● Provide detailed explanations of the data, both raw and analyzed, to ensure
potential users have a clear understanding of it;

● Remove the maximum amount of personally identifiable information possible
while still maintaining the usefulness of the data; and

● When sharing with communities, include capacity-building activities to ensure
understanding. ​72



Having fundamental practices and policies in place to ensure the privacy and security of 
sensitive data is essential to establishing trust and enabling organizations to build towards more 
advanced uses of data and technology. 

Many organizations focus their privacy and security work on legal compliance at the federal and 
state level. However, these laws become outdated quickly, resulting in practices that do not go 
far enough in protecting privacy and have not evolved along with the types of data and 
technology being used. For example, the primary federal law that governs student privacy, the 
Family Educational Rights and Privacy Act, was passed in 1974. Other laws like the Federal 
Trade Commission Act permit most companies’ data practices so long as they are disclosed in a 
company’s terms of service, but users rarely read those notices, and they expect more. 
Therefore, organizations should consider how their privacy and security efforts need to go 
beyond legal compliance to truly protect individuals and their data. 

*** ​ CDT’s resources to assist education leaders with protecting sensitive information can be found at 

cdt.org/civictech​. 
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Actions for Leaders: 
To go beyond legal compliance and ensure the privacy and security of sensitive 
information, leaders should take the following actions:​3​*** 

● Put in place a Chief Privacy Officer or someone in a similar role who is
responsible for managing an organization’s privacy responsibilities and
compliance with legal requirements;

● Create detailed privacy policies that set forth how privacy and security will be
addressed as the organization collects, shares, and uses data and technology;

● Tailor communications and materials to various audiences, including details for
those who are interested/have subject matter expertise, as well as
user-friendly information for those who do not have a background in data and
technology;

● Minimize data collected and technology used;
● Enact policies and practices that govern data and technology, including

minimizing how data is collected and shared, specifying when information is
deleted, and prohibiting harmful uses of data even if consent is given;

● Provide regular training and support to staff on these issues; and
● Put in place processes to review changes in technology, policy, and the law.

https://cdt.org/civictech


Consent 

Gathering consent from data subjects raises key ethical issues. As data collection and use have 
become more complex and widespread, issues related to consent have also become more 
pronounced. Consent places the burden to protect information on the data subject and fails to 
prevent harmful data uses. ​75​ Additionally, in education, it is not always feasible to collect 
consent when schools are using data and technology to provide core services to students like 
transportation, nutrition, or even school funding. Therefore, it is important for organizations to 
adopt responsible data practices distinct from stakeholder consent, such as committing to 
practices for data minimization, data deletion, and prohibiting harmful uses of data even if 
consent is given. ​ 76  

That said, when user consent is collected, it should be done so thoughtfully, which entails 
addressing the following issues: 

● Duration of consent​: Now that data can be stored for long periods relatively cheaply,
organizations must consider whether giving consent once means giving indefinite
consent, or if consent should expire after a certain period of time.​77

● Data uses ​: As secondary data use has become more common, organizations must
consider whether or not consent can be granted for multiple data uses, or how to go
back to the individuals that provided the data to ask for consent for a new purpose,
particularly if time has passed. ​ 78

● Lack of options​: As data use has become more prevalent, there are situations where
consent is required, but if an individual were to opt out, they would not be able to
access services. In these cases, consent is not a true choice.

● Lack of expertise:​ As data and data analysis become more complex, it grows harder for
stakeholders, who will often lack expertise in data analysis, to understand how their
data will be used. This issue can be exacerbated by poor communication during the
consent-gathering process. Organizations can help counteract this concern by providing
education as part of the process of requesting consent.​79
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Actions for Leaders: 
Consent is not sufficient to protect the rights of individuals, so leaders should take 
the following actions to manage its limitations:  

● As mentioned in the ​Privacy and Security ​section, enact policies and practices
that govern data and technology, including minimizing how data is collected
and shared, specifying when information is deleted, and prohibiting harmful
uses of data even if consent is given;
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● When consent is not feasible or preferable, ensure transparency and
proactively communicate to data subjects as to what data is being collected,
how it is being used, and how it is being kept safe;

● Develop technical and organizational resources that facilitate “dynamic
consent” by identifying potential short and long-term reuses for the research
subject to consider, and ensure research design that stands up to challenges
for ongoing informed consent;​80

● Rather than relying on prior consent, provide ongoing opportunities to review
data and how it is being used; and

● Ensure other principles around responsible data use are in place to address the
limitations of consent. ​81 



Deep Dive: Data Ethics in K-12 Education 

While the use of data and technology in educational contexts has been growing steadily in 
recent years, there was an abrupt increase as COVID-19 forced most of the country into online 
learning. This accelerated the urgency of adopting data ethics principles in K-12 education for 
technology to be a trusted, safe, and effective tool to support students moving forward. 

Defining data ethics, articulating why it matters, and applying best practices are important 
across all sectors, but there are specific considerations for the K-12 education sector. 

What is Data Ethics?   ​→​   ​Additional Considerations for K-12 Education 

When thinking about how to define data ethics within K-12 education, considerations must 
include the protection of both student and family privacy and student and family rights in the 
use of data. ​82​ The goal of data use by K-12 organizations is to improve student learning, but the 
related laws—including ​the Family Educational Rights and Privacy Act (FERPA)—​are insufficient 
in the current context to ensure data is used responsibly, which creates the need for data ethics 
policy and practice. ​83  

Why Does Data Ethics Matter?   ​→​   ​Additional Considerations for K-12 Education 

● EdTech Vendors​: The use of education technology (EdTech) vendors in the K-12
education space introduces particular data ethics concerns. These vendors may have
greater expertise on technical issues than education organizations, but may have
different priorities than education organizations themselves. Education organizations
have an obligation to educate themselves so they can enter into vendor agreements in
an informed manner. ​84 

● View of Education as a Public Good ​: While reputation and public trust is important in all
sectors, the public’s perception of K-12 education makes it especially important. A
breach of trust in school management, including as it relates to data, can have harmful
impacts. This can include further restricting the collection, sharing, and use of data that
could otherwise be used to assist students and families; staff turnover and school
executives losing their jobs are other potential repercussions of breaches of public
trust. ​85

What Are Key Data Ethics Issues, and What Can Leaders Do About Them?   ​→​   ​Additional 
Considerations for K-12 Education 

● Transparency ​: ​In K-12 education, transparency should be primarily aimed at achieving
three objectives:

o Making parents and the public aware of data practices​. School systems should
proactively communicate about student data being collected and how that
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information is used, stored, and deleted. This is true of educational organizations 
(e.g., school districts) as well as third-party vendors. When transparency has not 
been prioritized, stakeholders have been surprised by and unhappy with how 
schools were sharing data with outside parties, leading to a backlash against the 
collection of data. ​ 86  

o Reporting of student outcomes​. Organizations often report data in a manner that
supports the claims they are making in a given moment, but fails to be fully
transparent about the true implications of the results.​87

o Explaining and clarifying algorithmic systems​. K-12 organizations often rely on
vendors for algorithms and other analyses, but these are not transparent to the
organizations and certainly not to the community. ​88

● Capacity-Building​: ​Teachers often do not receive training on data and technology, even
though they are the ones collecting and interacting with student data. In fact, recent
research indicates that almost half of teachers have not received substantive training on
student privacy. ​89​ In addition, because K-12 education sees high rates of staff turnover
and often has decentralized decision-making structures, documentation of policies and
procedures is vital to avoid knowledge loss during these transitions. ​ 90 

● Equity and Bias​: ​Mitigating bias in K-12 education requires an analysis of at least two
specific areas:

o Predictive analytics​. Defined as “using massive amounts of historical data to
predict future events,” ​ 91​ an example of predictive analytics that might be used in
K-12 education is an early warning system that identifies students who may be at
risk of academic failure or dropping out based on past history and demographic
characteristics. ​92​ As described in the ​Equity and Bias​ section, algorithmic systems
have the potential to exacerbate inequities if these risks are not mitigated.

o Discipline and special education data​. Certain data sets have been shown to
reflect systemic inequities, with discipline and special education data reflecting
an over-identification of marginalized students, including students of color.​93

Although sharing this data can help teachers and schools best serve students, it
can also bias teachers and limit opportunity for students, through tracking or
other actions taken by teachers and staff.​94

● Governance and Oversight ​: ​ Data governance in K-12 education is required both for
data that stays within the K-12 sector as well as data that is shared across systems and
sectors.

o Longitudinal and cross-sector​. Data governance can support ethical data use for
longitudinal data systems that track students over time, as well as systems for
sharing education data with other agencies. This often requires a governance
body that has representatives from districts, schools, and state agencies.

o Data use​. School districts should have a group that is responsible for data
governance internally to ensure that student data is used responsibly.​95
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● Stakeholder Engagement​: ​In K-12 education, stakeholder engagement should include
under-represented perspectives, like teachers, parents, and students, on issues related
to student-level information as well as broader system-wide data.​96

● Secondary Data Use ​: ​In K-12 education, secondary data use most often arises with
student information systems, where the district or school uses the data to inform its
operations while the company that created the system also uses the data to create
product improvements. ​97​ As a result, school leaders should consider all issues related to
secondary data use, including but not limited to data quality, consent, and stakeholder
engagement, before using data that was collected for one purpose for something else.

Data Ethics Dynamics That Are Consequential to K-12 Education 

There are some dynamics that are specific to K-12 education and span multiple data ethics 
issues. Such dynamics that should inform data ethics policies and practices include:  

● Education as a Public Good ​: ​K-12 education is considered a public good, so there can be
concerns about privatizing K-12 education, especially regarding companies like EdTech
vendors. In addition, the use of data to drive decisions is seen as analogous to the
for-profit world and therefore can be an unwelcomed addition to the sector.​98 

● Children​:​ K-12 education is unique in that the primary providers of much of the data are
minors. This raises additional questions of privacy and consent and adds an additional
stakeholder (parents and guardians) to engage, which increases complexity.​99 

● Decentralized Decision-Making ​:​ Much of the day-to-day decision-making in K-12
education happens at the school or classroom level. While this can have benefits, it can
create challenges in responsible data use due to the number of users, different systems,
varied training needs, etc.

● Student Mobility ​:​ Students, especially the most vulnerable, change schools frequently,
which has led to efforts to find ways to share information with new schools to inform
their education, like integrating data systems and creating data sharing agreements.
However, this creates privacy and security risks, as well as the potential for bias if data is
used out of context, so it must be implemented responsibly and securely.​100 

● Online Learning​:​ K-12 education has integrated online learning in recent years, including
fully online schools, virtual tutoring, and online courses. These have expanded
significantly since the shift to distance learning as a result of the global pandemic.
Online learning raises concerns of bias and activity tracking, particularly if the system
has an algorithmic decision-making component. For these systems, it is important to
ensure transparency to the community and hold vendors accountable through
contracts. ​101 
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● Discipline ​:​ Much of the concern around data sharing in K-12 education relates to
discipline data, as it raises concerns of bias where students may be treated differently
based on their discipline history. Clear data deletion and user access policies can help to
address these concerns. ​102 

● Resource Constraints ​: K-12 organizations tend to have significant resource constraints
and often do not prioritize issues of data ethics in their resource allocations, which can
lead to less ethical practices, signal to stakeholders that these issues are not a priority,
and lead to mistrust. It can also alter the power dynamics between K-12 organizations
and EdTech vendors, as they do not have the resources to develop the expertise needed
to more equitably interact with vendors. ​103

● Non-Student Data ​:​ The focus of this document is student data, but there are other
types of data in K-12 education where issues of data ethics arise, like teacher and school
finance data. ​104

 Conclusion and Next Steps ​.. 

As data and technology use becomes increasingly prevalent in education and other social 
service settings, organizations must focus on the responsible use of data. The field of data 
ethics is continuously evolving, which requires those entrusted to use data and technology to 
change as well. Decision-makers who may not consider themselves technical or data experts 
are nevertheless being charged with decisions that can have a significant impact on people’s 
privacy, or that risk perpetuating inequality through poor digital design. Organizations and 
agencies must equip themselves to meet this challenge, recognizing the ways in which data and 
technology can be both used and misused, and taking proactive steps to avoid potential risks.  

The following sections set forth specific considerations for decision-makers in the settings of 
higher education, the social sector (human services, housing and other government service 
areas designed to support individuals), and other emerging technologies. 
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For more information from CDT about core issues explored in this paper, visit 
cdt.org/civictech ​. 

https://cdt.org/area-of-focus/equity-in-civic-tech/


Appendix A: Data Ethics in Higher Education 
Defining data ethics, articulating why it matters, and applying best practices are important in all 
sectors, but there are specific considerations for the higher education sector. 

What Is Data Ethics? ​Additional Considerations for Higher Education 

Data ethics considerations within higher education should be focused on promoting student 
learning, either through using data in support of organizational operations or directly in support 
of student learning. ​105 

Why Does Data Ethics Matter? ​Additional Considerations for Higher Education 

● EdTech Vendors​: Similar to K-12 education, higher education often relies on EdTech
vendors, and therefore these organizations must ensure that they have the expertise to
develop contracts with vendors that protect the interests of both students and the
organizations. ​106 

● Fiscal Sustainability ​: Higher education organizations increasingly rely on advanced data
and technology to support efforts related to recruitment and enrollment. However, they
also run the risk of these efforts undermining public trust and their reputations, and
thereby fiscal sustainability. ​107

What Are Key Data Ethics Issues, and What Can Leaders Do About Them? ​Additional 
Considerations for Higher Education 

● Transparency ​: ​In higher education,​ ​transparency should be primarily aimed at two
issues:

o Predictive analytics​. ​ Students are often unaware of algorithms and early warning
systems, which are also used in K-12 education, and how these systems are
making recommendations and decisions. In many cases, even the universities do
not fully understand the algorithms used because they are held by the vendors,
which raises obstacles to transparency or judgment. ​108

o Organizational operations:​ Much student data is used to manage the
organization and inform enrollment decisions, but this is not made clear to
students who believe data is only being used to support their academics.​109 

● Capacity-Building​: ​Similar to the K-12 education sector, there is a disconnect between
those creating the data and those responsible for improving student outcomes.
Capacity-building efforts in higher education need to address the relationship with
vendors and the concentration of data knowledge in a small number of staff who do not
directly interact with students. ​110 
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● Equity and Bias​: ​Challenges related to supporting fair and equitable data use include the
intersection between student outcomes and the financial sustainability of the
organizations. For example, higher education organizations may lower their
expectations for groups of students who have been traditionally underserved and steer
them towards less challenging programs to increase their chances of completion (and
therefore increased tuition payments), even if they would be successful on the
traditionally more challenging paths. Algorithms can exacerbate these inequities by
utilizing demographic or past performance information about students to make
decisions about them, resulting in students being challenged and, in some cases,
encouraged to drop out, which is at odds with ensuring all students receive a
high-quality education. ​111

● Governance and Oversight ​: ​Data governance in higher education should focus on at
least three issues:

o Oversight of how data is shared between operational and academic departments
as well as with outside vendors;​112

o Management of how algorithmic systems and predictive analytics are used;
o Secondary data use when information is collected for academic purpose but

then used to inform university operations. ​113

● Stakeholder Engagement​: ​Stakeholder engagement in higher education is often focused
on students but should also include university staff.​ 114

Data Ethics Dynamics That Are Consequential to Higher Education 

Dynamics that are specific to higher education, and span multiple data ethics issues, should 
inform data ethics policies and practices:  

● Predictive Analytics ​:​ Although algorithmic and early warning systems are used in K-12
education, they are more common in higher education. ​115​ Higher education
organizations use predictive analytics in three primary ways: selection of students for
academic advising, personalized learning, and enrollment management.​116

● Online Learning​:​ Like K-12 education, higher education has seen an increased
prevalence of online learning tools in recent years, which raises questions about activity
tracking and potential bias as well as transparency, as often students do not fully
understand how their information is being used. ​117 

● Operational Data ​:​ Often, higher education organizations collect data for academic
purposes like advising, but then also use it for operational needs such as enrollment
management. This raises questions of transparency, as students are not made aware of
this use of their data and have not given informed consent. This lack of transparency can
also lead to bias, as it can impact the types of student schools recruit and enroll.​118
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● Research Function ​:​ Most large universities have well-established research functions that 

include an Institutional Review Board structure that is aligned with corresponding 
human subject research guidelines. However, they typically only apply to traditional 
human subject research, so similar structures and guidelines are needed for research 
driven by more complex data and technology. ​119 

 
● Financial Aid​:​ Higher education organizations collect a large amount of financial data on 

students and their families to inform financial aid packages, so this personal information 
should be kept secure and only used it for its intended purpose.​120   
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Appendix B: Data Ethics in the Social Sector 
Defining data ethics, articulating why it matters, and applying best practices holds true across 
all sectors, but there are specific considerations for the social sector, defined here as human 
services, housing, and other government service areas designed to support individuals. 

What Is Data Ethics? ​Additional Considerations for the Social Sector 

Data ethics in the social sector should focus on ensuring that the use of data and technology is 
supporting the most disadvantaged groups, given that its purpose is to support individuals. 
Social sector public agencies should ensure that data and technology are used ethically and 
focus on the individual good and collective benefit. Doing so can change the historical paradigm 
in the social sector, in which data has sometimes been viewed as being used against the 
community as opposed to helping it. ​121 

Why Does Data Ethics Matter? ​Additional Considerations for the Social Sector 

● Power Dynamics ​: Although other sectors may have a power imbalance between
organizations and their users, these situations are especially prevalent in the social
sector where organizations are most often working with groups that are economically or
otherwise disadvantaged or vulnerable. The power imbalance between these groups,
who are most often the ones providing the data, and those using the data makes it
especially important that data ethics issues are addressed, especially related to
equity. ​122 

● Sensitivity of Data​: Much of the data collected and used in the social sector is especially
sensitive and can cause significant damage to an individual if not protected. This
includes income and other financial data, criminal records, and healthcare data.​123 

● Data Integration ​: It is becoming more common for public agencies within the social
sector to integrate data across sectors. Given the complexities of cross-agency data
sharing, it is especially important to address data ethics as risks can scale and spread
significantly when integrating data sets. ​124 

● Due Process Obligations ​: Public agencies that use data and technology, including
algorithm-driven decision-making, to provision services and benefits are at risk of
violating constitutional or statutory due process rights. Individuals are entitled to notice,
a right to challenge decisions, decision-making that is not arbitrary, and ascertainable
standards in a decision regarding their government-issued benefits.​125

What Are Key Data Ethics Issues, and What Can Leaders Do About Them? ​Additional 
Considerations for the Social Sector 

● Transparency ​: ​In the social sector, transparency should prioritize the following issues:
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o Sharing data analyses with the providers of data, so they can use it to make
informed decisions and improve their lives

o Communicating efforts to integrate data across agencies, especially to the
providers of the data​126

o Building on human subject research guidelines within the social sector to ensure
individual protections and transparency​127

o Ensuring that algorithms that are used within the social sector are explained and
communicated ​128 

● Capacity-Building​: ​Capacity-building in the social sector should be focused on educating
the community about how their data is being used and how they might be able to utilize
this data to their advantage. Social sector data that is publicly available, especially data
like the Census collected by the government, should be accompanied by a public
education campaign. ​129 

● Equity and Bias​: ​In the social sector, algorithms—such as those used in predictive
policing, bail reform, housing opportunities, credit scoring, and employment
practices—are put in place, in part, to automate processes due to resource constraints;
however, they can exacerbate inequities. Reasons for potential bias in the social sector
include historic inequities of the system, changing policies that are not embedded in the
algorithms, and power dynamics inherent in the sectors. These biases can lead to
discrimination in all of these areas, which serves to only exacerbate systemic inequity
rather than address them. ​130

● Governance and Oversight ​: ​Because data sharing across agencies is becoming more
common in the social sector, leaders should establish a data governance body that
includes representatives from all of the agencies to establish rules for data sharing and
ensure the rules are followed appropriately. ​131 

● Secondary Data Use ​:​ In the social sector, secondary data use is often related to research
or when official government data (i.e., Census data) is used for additional purposes and
potentially beyond its original intent. ​132

Data Ethics Dynamics That Are Consequential to the Social Sector 

Dynamics that are specific to the social sector, and span multiple data ethics issues, should 
inform data ethics policies and practices:  

● Surveillance ​:​ In criminal justice, much of the conversation is around the appropriate
level of surveillance, both of physical and online activity, and how this data can be
used. ​133 

● Resource Constraints ​:​ Much of the social sector operates under resource constraints
and consequently seeks alternative uses of data and technology to automate processes.
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In addition, the government is seeking alternatives to current costly data collection 
processes, including components on the Census, that would use potentially comparable 
data but could contain inaccuracies and be used in ways not originally intended.​134  

● Use of Alternative Data​:​ Many of the algorithms and decision-making processes in both
criminal justice and financial services rely on a limited set of historically available data
points; however, there are more varied types of data currently available that could be
integrated into these systems to limit the potential biases and make them more
representative. ​135 

● Short and Long-Term Impact ​:​ Although concerns of misuse exist in all sectors, using
data irresponsibly in certain social sectors could have dramatic effects on an individual,
including in child welfare, immigration, and criminal justice. Therefore, individuals
interacting with the social sector should have greater control and agency over decisions
regarding their data, and to do this, the social sector must educate individuals and
ensure transparency. ​136 

● Perception of Organizations ​:​ Many of the organizations working with data in the social
sector are viewed unfavorably by the communities in which they work, making issues
such as transparency and stakeholder engagement, as well as broader issues of data
ethics, especially important. ​137
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Appendix C: Emerging Technologies 
While many of the issues articulated throughout this paper are relevant to emerging 
technologies, this section articulates specific emerging technologies that raise issues of data 
ethics and have applications in education and the social sector.  
 

● Predictive Analytics ​:​ Predictive analytics utilize data science techniques and platforms 
to make predictions on the basis of disparate data sets, typically using an algorithmic 
model trained on integrated learning data sets, to chart a student or other individual’s 
course. An example is early warning systems. ​138​ Some ethical concerns related to the 
use of such models include potential bias and secondary data use.  
 

● Algorithmic Tools ​:​ In addition to predictive analytics, other uses of algorithms include 
virtual tutors and automated test grading and other review processes, increasing the 
risk of bias and other ethical issues. ​139 

 
● Data Integration ​:​ Data integration is discussed throughout this paper, but also 

important as a standalone issue is the extent to which technological advances are 
enabling a higher degree of integration than ever before. This raises a number of issues, 
including (but not limited to) access, purpose, and storage. However, it is important to 
note that siloed data can also cause ethical issues.​140 

 
● Virtual Reality ​:​ Virtual reality is not a new technology but is only beginning to be used in 

education and the social sector for things such as remote teaching and experiential 
learning. Some ethical issues that arise include privacy (e.g., when student experience 
with the technology is shared with the vendor or other third parties) and inequitable 
access. ​ 141  
 

● Activity Tracking​: ​As the ability to track student behavior increases, both online and 
offline, additional ethical issues about the benefits and risks of collecting and analyzing 
this data arise. ​142 

 
● Facial and Other Physical Recognition and Tracking ​:​ As the technology to recognize 

individuals’ physical characteristics grows more effective, there is an increased ability to 
track movements and behavior. One common use of this has been related to school 
safety, raising issues of bias (as these systems are not always equally effective across 
different demographic groups) and privacy. ​143 

 
● Surveillance ​:​ Related to facial recognition, cameras and other technology have become 

cost-effective and high-quality enough to allow organizations to constantly surveil 
students and others, raising concerns about privacy and how this data might be used.​144 
False positive results in surveillance technologies can strain resources and increase the 
potential for discriminatory outcomes.   
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