February 9, 2021

Advisory Committee on Data for Evidence Building
Via regulations.gov

Re: Request for Comments for the Advisory Committee on Data for Evidence Building

The Center for Democracy & Technology (CDT) submits these comments to highlight steps the Advisory Committee on Data for Evidence Building should take to help bolster the equitable provision of government services, community trust in federal data, and individual and organizational privacy. Coordinated, data-driven action across interdependent agencies is essential to providing vital services. Data can help reveal inequitable access to services and data, support steps to increase economic mobility, and raise under-explored questions about the role of race and racism in the design and implementation of government programs and policies. CDT believes that comments led by the Annie E. Casey Foundation in this Docket succinctly summarize the value of the Advisory Committee’s work.

However, data use also poses risks to individual and organizational privacy and autonomy, and CDT urges the Advisory Committee to commit to principles of responsible data governance, stakeholder engagement, equity, and transparency in federal agencies’ collection and use of data.

**Responsible Data Governance**
In order to promote equity and protect privacy, the Advisory Committee should ensure that federal evidence building is supported by responsible data governance. Data governance is “the overall management of data, including its availability, usability, integrity, quality, and security,”¹ and includes people, processes, and structures that are responsible for data and technology. The Advisory Committee should ensure that federal evidence building incorporates key ethical data practices such as the recommendations of the Commission on Evidence-Based Policymaking.² Such practices should include:

- **Data minimization:** Agencies should collect, use, retain, and share only the data required to fulfill a clear and specific purpose, so as to minimize the risks from unauthorized access or use of data out of context. Additionally, secure and appropriately limited data sharing and user access can assist in data minimization by

---

² Commission on Evidence-Based Policymaking, The Promise of Evidence-Based Policymaking (2017).
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ensuring that the same data is not collected and stored multiple times for different purposes.³

- **Data ownership:** Defining who has the ultimate control, responsibility, and legal rights over the data is an important decision that is best made early and documented in formal agreements between the agency, the data source, and recipients of the data.⁴

- **Data retention, storage, and deletion:** Agencies should establish transparent rules and processes to ensure secure storage and retention periods that are no longer than necessary for the purpose for which the data is processed to minimize the risks that come with amassing unnecessary data.⁵

- **Data sharing:** Agencies will need to consider whether sharing is appropriate, necessary, and consistent with users’ expectations and will need to develop clear policies that govern the roles, responsibilities, and processes for sharing. This includes requirements around access, privacy, storage, use, and deletion.⁶

- **User access:** Limiting user access to only individuals who have a clear need for the data can help agencies ensure privacy protection and minimize the likelihood of inappropriate data access or misuse.⁷ As the Commission on Evidence-Based Policymaking recommended, the Advisory Commission should consider adopting a “tiered-access system” to limit user access to data based on sensitivity,⁸ requiring risk assessments for public disclosures,⁹ and establishing disclosure review boards.¹⁰

- **Data quality:** Agencies have an ethical obligation to ensure the accuracy of the data they use. Otherwise, any insights gleaned from that data or actions taken based on that data may be misguided and do more harm than good. Agencies should consider adopting mechanisms for users to view and request the correction and deletion of information held about them.

**Documentation:** To provide transparency and accountability, agencies should document their policies and procedures for data collection, data use, data sharing with vendors and other third parties, and decision-making based on the data.¹¹
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The Commission on Evidence-Based Policymaking also envisioned establishing the National Secure Data Service (NSDS) for temporarily linking existing datasets, which would be governed by a Steering Committee composed of diverse stakeholders with an established process for assessing requests for linking datasets.\textsuperscript{12} The Commission also recommended that disclosures from federal data be subject to “strict data minimization techniques to ensure researchers accessing combined data will use datasets with as much information removed as is possible while still meeting the research need. When two or more datasets will be combined, only a narrow group of qualified and trained employees will have access to direct identifiers to conduct the linkage.”\textsuperscript{13} Regardless of whether the NSDS is eventually established, the Advisory Committee should ensure that there are clear structures for responsible data governance.

**Stakeholder Engagement**

As noted in the comments led by the Annie E. Casey Foundation, it is essential that the Advisory Committee engage stakeholders whose data is being collected and who utilize the services supported by that data. Data and technology initiatives benefit from diverse perspectives, surfacing potential problems and developing frameworks that work for a broad cross-section of users. Stakeholder engagement will also increase buy-in and trust in how data and technology are used, which can increase faith in federal data more broadly. Moreover, agencies are more likely to encounter pushback on how data is being used if they do not engage stakeholders. In the event of a breach or other issue, stakeholders are more likely to be understanding if they had buy-in at the outset, seeing firsthand that meaningful steps were taken to put protections in place.\textsuperscript{14} Stakeholder engagement can range from informational to advisory, or even to giving stakeholders decision-making authority, depending on the topic and capacities involved.

**Equity**

Data and technology provide potential benefits to individuals as well as the public good. However, these benefits will only be realized if the collection, analysis, and use of data are designed intentionally to meet these goals and minimize potential bias. To this end, it is important that the Advisory Committee identify and address the ways in which data and technology use could inadvertently create, entrench, or worsen inequities or have other unintended consequences.

Certain data practices may create inequities in policymaking if the data elements are biased, and including those data elements in analyses may bias the outcomes towards (or against) particular groups. For example, in education, students of color are disciplined at a greater rate than their peers (both in terms of number of infractions as well as the severity of

\textsuperscript{12} Ibid. at 81-84.
\textsuperscript{13} Ibid. at 40.
consequences), so using discipline data in certain analyses could result in the over- or under-identification of students of color, which could negatively affect their outcomes. Alternatively, using data from a non-representative sample and then applying the findings to the broader population can result in practices or policies that are not beneficial for certain populations within the broader community.\(^{15}\)

The Advisory Committee should also consider other equity issues that can arise from the use of data and technology, especially the way an agency’s authority to grant or deny benefits may influence an individual’s willingness to exercise their data rights. If an agency that has the authority to grant or deny benefits is the same agency that controls an individual’s data, the individual may lack the power or comfort to request access to, correct, or delete their information or to push back if their requests are not honored.\(^{16}\)

Lastly, emerging technologies have the potential to exacerbate bias. For example, predictive analytics, particularly when machine learning is utilized, can significantly increase inequitable outcomes if bias is not accounted for in their design and evaluation.\(^{17}\) For example, as noted above, students of color are disproportionately disciplined at a greater rate than their peers, so early warning systems that use discipline data to predict whether a student is on track or at risk of dropping out of school will identify more students of color.

**Transparency & Secondary Data Uses**

The Advisory Committee should seek to ensure transparency at all stages of the data lifecycle, from collection through analysis and use, to support data quality, create trust, and establish buy-in. Transparency is a broad concept but should cover, at minimum, data collection, use, storage, and decision-making. Specifically regarding decision-making, transparency includes visibility into how decisions are being made based on data, including methodology, decision-making processes, and the underlying data itself.

Transparency is a particular concern in evidence-based policymaking, when data may be re-used for additional purposes beyond the original intended use, potentially diverging from the scope of what the data subject was notified of or consented to. Secondary data use can become an issue with any data that is collected, including:

- Data that was collected for informational purposes and then is used for decision-making;
- Data that was originally not going to be shared with outside agencies, but then is shared externally;
- Data that was collected to support the individual but then is used for a collective purpose such as research; or
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Secondary data use is especially pertinent to research and open data. Data is often collected across fields to track and support individual outcomes (e.g., test scores, health screenings), but may also be helpful for research to support the broader sector. Often, these research projects have not yet been identified at the time of the data collection, so consent can be difficult or impossible to collect. In some cases, de-identified or aggregate data could be used for research purposes and may pose less of a privacy risk, but de-identification must be done carefully by someone with proper training to minimize the risk that the data is re-identified, thus exposing the individuals to privacy loss, financial risk, or other harms.

Secondary data uses may have a particularly pronounced impact on underserved or marginalized communities. For example, in Pasco County, Florida, children’s school records were shared with law enforcement without parental consent to create a “predictive policing” system.\(^ {18}\) That system incorporated school data, including discipline records, to identify “students who are at-risk of developing into prolific offenders.”\(^ {19}\) As in many school districts, Black students and students with disabilities in Pasco County are twice as likely to be disciplined, which may increase their exposure to law enforcement due to the district’s data sharing.\(^ {20}\)

The Evidence Act\(^ {21}\) already has some limitations on secondary uses, ensuring that “[d]ata information acquired by an agency under a pledge of confidentiality and for exclusively statistical purposes shall be used by officers, employees, or agents of the agency exclusively for statistical purposes and protected in accordance with such pledge.”\(^ {22}\) The Act similarly prohibits “nonstatistical uses” of such data, including for “any administrative, regulatory, law enforcement, adjudicatory, or other purpose that affects the rights, privileges, or benefits of a particular identifiable respondent.”\(^ {23}\) The Advisory Committee should ensure that federal evidence building adheres to that functional distinction. It should likewise provide guidance on responsible data governance, stakeholder engagement, and equity to guide agencies in determining whether they have a legal and ethical basis for secondary uses of data.
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CDT applauds the efforts of the Advisory Committee and agencies across the federal government to use data ethically and equitably. We believe that evidence-based policymaking can be used to create more equitable government services while protecting individual and organizational privacy. We look forward to working with the Advisory Committee as it further considers these issues.
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