
 

2 February 2021 
 
Committee on State Government & Elections 
Washington State Senate 
 
Dear Committee Members, 
 
As government agencies increasingly integrate automation decision systems (ADS) into crucial 
government functions, law and policy must ensure that these systems operate fairly, without 
discrimination, and in a transparent and accountable manner. SB 5116 makes important strides 
towards these ends by creating new standards, approval processes, and enforcement mechanisms. The 
specifics of how to implement these steps are critical and raise complex issues. Accordingly, the Center 
for Democracy & Technology (CDT) strongly encourages the committee to schedule SB-5116 for a 
hearing to examine further how the bill could best achieve its laudable goals.  
 
To demonstrate how poorly designed ADS may harm citizens and subject governments to legal liability, 
we share our recent report, Challenging the Use of Algorithm-driven Decisionmaking in Benefits 
Determinations Affecting People With Disabilities. It explains how ADS used in benefits determinations 
have cut crucial government benefits to people in need and resulted in states losing challenges under 
the Constitution and the Administrative Procedures Act.  
 

● First, without careful design and auditing, government ADS may use faulty or incomplete data 
or incorporate formulas that do not serve the intended purposes. Idaho’s Department of Health 
and Welfare, for example, designed and configured its assessment system for Medicaid Home 
and Community Based Services with an extremely small number of records, 66% of which were 
found to be incomplete, inaccurate, or unverifiable.  After removing the unreliable data, only 1

733 records remained, which a court found insufficient for creating an accurate and reliable 
system.   2

 
● Second, poorly designed ADS may subject states to liability for failing to comply with applicable 

legal requirements. For example, cases in Arkansas and Idaho found that disabled people 
whose benefits were reduced through an AI-based system often did not receive adequate 
notice, explanation, or opportunity to appeal reductions in their benefits, as required by states’ 
due process obligations.  People did not know why their states had cut their benefits, could not 3

understand the methodologies and standards used to make the decisions, or were unable to 
mount a meaningful appeal of the reductions. Advocates in Oregon have also brought a case 
alleging that the Office of Developmental Disabilities Services uses an undisclosed formula that 

1 K.W. v. Armstrong, 180 F.Supp.3d 703 (D. Idaho 2016), 711. 
2 Id. 
3 Id.; Order, Jacobs v. Gillespie, No. 3:16-CV-119-DPM, (E.D. Ark. November 1, 2016) (due process requires notice that is “as 
specific as reasonably practicable” when explaining the reasons for the benefits reduction, with references to the algorithm 
if relevant). 
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automatically determines hours of care for people with developmental disabilities, and 
produces wildly variable results.  Their core argument is that the formula’s variability and 4

inconsistency violates constitutional due process standards.  
 

Additionally, states implementing ADS without giving the public a meaningful opportunity to 
provide input can violate notice-and-comment rulemaking requirements. State government 
agencies must provide the public with sufficient information and explanation about proposed 
policy changes before they take place. This includes states’ adoption of automated 
decision-making systems that constitute substantial changes to policy. Advocates in Arkansas, 
for instance, successfully brought suit against the state for adopting its new system without 
following the requirements of notice-and-comment rulemaking.  5

 
Finally, states with poorly designed or implemented ADS may also violate civil rights laws that 
require fair and nondiscriminatory treatment. For example, the benefits determinations cases 
we reviewed in our paper showed that states can violate the Americans with Disabilities Act, 
which prohibits unjustified institutionalization or isolation of disabled people, when disabled 
people lose access to care necessary to stay in the community and outside of an institution.  

 
Standards, processes, and enforcement mechanisms of the kind set forth in SB 5116 can help prevent 
harmful ADS development and implementation. In consideration of the high stakes, governments at all 
levels have begun examining how to regulate ADS. A recent executive order, for example, requires the 
entire federal government to create inventories of its ADS and audit their compliance with cross 
cutting principles.  And a review of previous state legislative sessions finds that this is a topic of broad 6

concern.  We commend the Committee for seeking to get out in front and address these issues now, 7

rather than waiting for problems to develop. 
 
Please do not hesitate to reach out to our team if you have any questions or would like to discuss this 
further. Thank you for your time and consideration. 
 
Sincerely,  
 
Lydia X. Z. Brown 
Policy Counsel, Privacy & Data Project 
(202) 618-0187 

4 Plaintiff’s Motion for Preliminary Injunction, C.S. v. Saiki, No. 6:17-cv-00564-MC, at *4-7 (D.Or. Apr. 10, 2017). 
5 Arkansas Dept. of Human Services v. Ledgerwood, 530 S.W.3d 336 (Ark. 2017); Arkansas Dept. of Human Services v. 
Ledgerwood, 530 S.W.3d 336 (Ark. 2018); Arkansas Dept. of Human Services v. Ledgerwood, 571 S.W.3d 911, 913 (Ark. 
2019) 
6 EO 13960, Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government, at  
https://www.govinfo.gov/app/details/DCPD-202000870.  
7 Legislation Related to Artificial Intelligence, National Conference of State Legislators, at 
https://www.ncsl.org/research/telecommunications-and-information-technology/2020-legislation-related-to-artificial-intell
igence.aspx.  
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