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Introduction

Delete is a word built into the vocabulary of users from the beginning of personal computing. When 
commanded to “del,” an operating system appeared to erase a file completely. However, right from 
the start, a user’s commonsense understanding of the command to “delete” differed from com-
panies’ practices; rather than erasing a file, “delete” meant “put in the recycle bin.” “Deleted” files 
were not really gone but rather out of sight, available to be recovered if necessary. The rise of cloud 
computing, where files live remotely from their owners’ devices and are frequently accessible from 
multiple devices, has further muddied the concept of deletion by saving all of a user’s files in an 
ambiguous location until called upon. While this change may seem trivial, it represents a larger truth 
about our digital files: they are almost never really “deleted.”

As our lives migrate more and more to digital platforms, companies collect and retain more data 
about us. Correspondingly, the range of practices for destroying that data has also grown. The tech-
nical challenges of deleting data or completely disposing of information, coupled with a permissive 
legal environment and economic incentives, have created an environment in which many companies 
retain information by default. But this practice underestimates the serious risks posed to companies 
and users when there is no plan to destroy data.

In this paper, we argue that companies should reconsider their concept of deletion and implement 
sound technical and policy processes to formalize their practices. We believe there comes a point 
when the value of data has been extracted and the costs (both operational costs and potential for 
liability) of retaining data outweigh the potential benefits of keeping it. While the price of physical 
storage may be plummeting, data management costs continue to grow. Data breaches are ubiqui-
tous and massive,1 and show no sign of abating. Retaining large amounts of data greatly increases 
the potential harms that could result from a data breach; the more robust a database is, the more 
appealing it is to malicious actors. Headline-grabbing breaches of major retailers, financial institu-
tions, healthcare providers, and even government agencies have damaged companies’ reputations, 
exposed individuals to identify theft and embarrassment, and undermined trust in both institutional 
and organizational security efforts. 

The threat of this information being used for government surveillance purposes also hangs heavy 
over many entities that wish to that wish to be helpful to the government while also protecting user 
data. Concerns about government access to private information were reignited by the 2016 elec-
tion, during which Donald Trump campaigned on creating a Muslim registry derived from existing 
digital databases. Since that election, municipalities like New York City have been confounded in 
their attempts to delete an immigration database, over which the city now fears losing control. 2 
Advocating for data deletion, privacy groups have taken to reminding companies that they cannot 
be made to surrender information they do not have.3 A group called NeverAgain.tech, made up of 
engineers, designers, and tech executives at high-profile companies like Google, Twitter, and IBM, 
pledged to delete datasets and backups to thwart efforts to build the registry.4

Finally, lengthy data retention defies public expectations. A Pew survey found that people believe 
that companies should place limits on how long records about digital activities are stored.5 This 
includes not just data collection by online advertisers, but also social media companies, search en-
gines, credit card companies, and utilities; twenty-seven percent surveyed believe it is reasonable 
that even companies and retailers they do direct business with should not retain any of their per-
sonal information. Pew also found in a recent survey that 64% of Americans have personally experi-
enced a major data breach.6
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For all industries, removing data, rather than indefinitely retaining it, is an undervalued and underuti-
lized component of business data management that can reduce risk and liability and improve effi-
ciency. Even guidance documents that state regulators reference as a baseline for reasonable data 
practices, such as the CIS Critical Security Controls, often gloss over data deletion and destruction 
as information management tools.7

The data life cycle has lengthened, and at the same time, guidance on data deletion best practices 
has been neglected. This paper will scope some of the business risks that can emerge from mass 
data retention; detail the practical, technical, and legal issues around data retention and disposal; 
and offer a set of policy and technical recommendations for promoting the destruction of informa-
tion within a responsible data management program. 

I.  The Incentives for Retaining Data

A business’s decision to retain or delete any given data is informed by a number of considerations 
that are specific to a company’s business model and how it plans to achieve those objectives. This 
decision calculus is never the same for any two companies, as internal data uses, policies, proce-
dures, and related business goals differ between companies. 

A permissive legal environment

Legal and regulatory requirements shape corporate retention and deletion decisions. Rather than 
explicitly requiring organizations to dispose of old information, many laws and regulations instead 
often require that certain data be retained for a specific period of time. Frequently, records reten-
tion in and of itself has become an important, substantive component of regulations, and retaining 
records is often essential to establishing compliance with legal and regulatory requirements.8 One 
example of this is the Sarbanes-Oxley Act, which requires accountants to retain audit information of 
publicly-traded companies for five years from the end of a fiscal period in which an audit took place.9 
However, this law is specific to audit records, and it is inapplicable to sales records, collected cus-
tomer information, and internal emails. This makes proper data categorization for most companies 
essential. 

Alternatively, the enactment of data disposal rules such as the Fair and Accurate Credit Transactions 
Act’s Disposal Rule provides some impetus for companies to inventory and categorize information 
in the event they consider destroying any of their data holdings.10 These laws generally direct enti-
ties to implement a set of reasonable practices, generally based on the sensitivity of information to 
be disposed of. However, it is important to note that they provide no clear mandate to delete data. 
Absent such a mandate, and with ambiguous requirements to retain different types of records, it’s 
not hard to understand why companies end up defaulting to saving rather than destroying data.  	
	
The difficulty companies face in determining whether to retain or destroy data is exacerbated in 
the U.S. by the wide array of sectoral laws and regulations that can apply to different categories of 
information. Rather than one baseline law that applies to technologies and data-gathering practices 
generally, U.S. privacy and data security laws instead address the collection and use of information 
in certain specific contexts. Because sectoral laws impose different protections on different types 
of information, they can also impose different retention periods or recommend different disposal 
options. Again, in the face of legal ambiguity, the natural incentive is to retain rather than to destroy.

New sources of health information demonstrate some of the legal complexities in this sectoral 
environment; identifying appropriate retention and deletion requirements is particularly challenging 
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when information is generated from different devices, locations, and contexts. The proliferation of 
wearable devices, employee wellness programs, and health trackers and apps is expanding the num-
ber of companies that come into contact with health information, but only some of these entities 
are likely to be covered by the Health Insurance Portability and Accountability Act (HIPAA). HIPAA’s 
Privacy and Security Rules provide broad protections to “protected health information,” or PHI,11 but 
neither rule requires any particular disposal method of PHI for covered entities.12 Instead, compa-
nies are asked to “review their own circumstances to determine what steps are reasonable to safe-
guard PHI through disposal, and develop and implement policies and procedures to carry out those 
steps.”13 The law suggests that companies assess potential risks to individual privacy and the types 
and amount of PHI to be destroyed. 

Though at least thirty-one states and Puerto Rico have enacted laws that require entities to destroy, 
dispose, or otherwise make personal information unreadable or undecipherable,14 the parameters 
for when data should be destroyed are left to a company’s discretion. Oregon’s data disposal law, 
for example, obliges companies to dispose of information after it is “no longer needed for busi-
ness purposes” or when “the business decides it will no longer maintain the records.”15 Forty-sev-
en states have also enacted legislation requiring private, governmental or educational entities to 
notify individuals of security breaches of information involving personally identifiable information.16 
Though the contours and precise requirements of these laws vary from state-to-state, the gener-
ally open-ended language in most states places the ultimate decision to destroy information in the 
hands of a company’s data management program. 

More broadly, while privacy and consumer protection regulators continue to stress the impor-
tance of collection limitation in principle,17 even the White House argued that governmental poli-
cies focused on limiting data collection are neither “broadly applicable” nor a “scalable strategy.”18 
Self-regulatory efforts in the online advertising space have largely focused on restricting how data is 
used rather than on limiting initial collection of information or having requirements for retention or 
disposal of data.19

Against this legal backdrop, companies are incentivized to embrace data collection and retention as 
a default practice -- and this is amplified by the potential economic value of big data. 

The value of data

There are sound economic reasons that companies may seek to collect and store as much data as 
possible. A 2013 study by Bain found that companies using big data analytics to change the way they 
do business or to improve their products and services were twice as likely to be in the financial top 
tier of their industry.20 The ability to conduct broader and deeper analysis of data holdings can help 
businesses develop a multi-faceted view of their customers, enabling them to be more responsive 
to their needs and expectations while providing a platform for better personalization. 

While the value of data may depreciate over time, not all information decreases in value or in the 
same way.21 Even old data can help companies do real-time reviews of business transactions to 
prevent fraud or quickly identify errors in software and device malfunctions. The potential for  value 
extracted from data in the future is also a driver of large-scale data retention, as this practice often 
pays off for businesses. Some argue that “serendipitous innovation” depends upon the exploration 
of data,22 and that focused collection and minimization efforts limit the development of new services 
and the discoveries that may follow from valuable research.23 Absent legal restraint, the potential 
economic utility of good and “bad” information alike has pushed companies to increase their data 
holdings.24
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The technical challenges of deletion

While it may seem straightforward to delete or destroy information held by a company, it is anything 
but -- implementation challenges dominate the data destruction landscape. First and not least, 
complete data destruction stands in opposition to the cardinal rule of computer storage design, 
which is to protect user data at all costs.25 Information is regularly recovered from devices which 
have been burned, crushed, or submerged in water. The Department of Education’s Privacy Tech-
nical Assistance Center has warned that organizations face an environment where “modern data 
storage technologies are extremely resilient, and data recovery techniques have become highly 
advanced.”26 In order to improve drive performance and build in redundancy, hard drives isolate in-
formation, making it difficult to access and complicating efforts to securely delete it.27  

Methods used for data destruction involve different trade-offs: the more certain the data de-
struction, the longer the process takes to complete.28 Some software implementations promise 
complete data disposal using a method that stops short of physically destroying the entire storage 
medium, but at the cost of a great amount of time. Manually deleting large quantities of informa-
tion is technically ineffective and time-consuming for employees. Overwriting is effective but also 
incredibly time-consuming, with wait times varying depending upon the size of the file or drive 
being rewritten as well the complexity of the erasure pattern.29 Secure overwriting can take weeks 
or longer to execute on storage devices that are orders of magnitude smaller than those used at 
the enterprise level. Some destruction methods may also be designed to retain certain information 
metadata or provide limited levels of deletion granularity.30

The variety of formats and platforms for digital storage is another complicating factor in data de-
struction. Unlike the destruction of paper records, which can be as simple and routine as running 
documents through a shredder, complete digital erasure is more complicated. Digital systems have 
been designed to protect and retain user data.31 Even when data is no longer readily accessible to 
an operating system or to the application that created it, it typically exists as a copy or backup on 
remote servers.32 Data deletion efforts by companies can also be stymied by difficulties in appro-
priately categorizing and indexing data, making it hard to discern valuable data. Datasets are also 
increasingly intermingled and broken apart, amplifying the technical challenges for companies seek-
ing to expunge certain types of data completely. 

Finally, employees who would be trusted to carry out these technical tasks often lack basic training 
on how to do them. Some employees may be responsible for making decisions related to data de-
struction but basic training and know-how in data disposal techniques is not standard – a Ponemon 
Institute survey of individuals responsible for company document destruction found that while 55 
percent of respondents trained employees in secure data disposal, only 38 percent were confident 
in their ability to securely dispose of information.33 Another study found that nearly half of used hard 
drive disks available from online retailers contained residual data, and thousands of leftover emails, 
call logs, and other media were retrievable from 35 percent of used mobile devices, despite the fact 
that deletion attempts had been made on the majority of these products.34 Some organizations turn 
to outside vendors for data destruction34 to avoid these potential problems, which can expose the 
company’s proprietary data to increased privacy and security risks.36

While each technical hurdle may be small in isolation, the combination of them presents a meaning-
ful challenge for companies seeking to reduce their data stores. A vague and confusing legal re-
quirement, strong economic incentives, and a series of technical hurdles have caused companies to 
seemingly forego the conclusion that data retention is necessary and beneficial.
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II.  The Argument for Deletion 

But the rationale behind large-scale data retention fails to account for the risks that data can pose 
to companies and their business models. The decision to keep data should not be the default option 
for companies because the associated risks call for higher scrutiny. Indiscriminate data retention 
wastes resources on data that may not increase revenue, creates a temptation for hackers, and is a 
source of legal liability. 

The legal risks

As discussed above, many laws on the books either loosely incentivize data retention or allow com-
panies to handle decisions regarding destruction at their own discretion. However, taking those reg-
ulations at face value without considering broader legal liability or federal guidelines is insufficient 
at best, and at worst leaves companies open to serious consequences. Although the analytic value 
of data may diminish over time, the legal risk associated with that information increases. A survey 
by the Compliance, Governance and Oversight Council found that corporate information generally 
fits into one of four categories: one percent of data needs to be retained for litigation purposes; five 
percent needs to be retained for regulatory compliance reasons; 25 percent has business value; and 
69 percent has little or no business value.37 That means that almost 70 percent of a company’s data 
assets serve mostly to create liability. 

First, to comply with legal and regulatory requirements, companies must devote resources to per-
forming time-intensive searches of their data, which is more difficult when there is more data to 
analyze. Companies in 2011 spent an average of 11.9 percent of their total IT budget on compli-
ance-related activities,38 a number that bloats when additional time or vendor resources are neces-
sary to wade through a deluge of data.39 These costs are exacerbated in the event of civil litigation, 
as well. 

Electronic discovery costs have grown exponentially, and it can cost upwards of $18,000 to collect, 
process, and review a single gigabyte of data.40 A study by the RAND Institute of Fortune 500 com-
panies found that median discovery expenditures were $1.8 million, concluding that “many millions 
of dollars in litigation expenditures will be wasted each year until legal tradition catches up with 
modern technology.”41 A sophisticated data deletion strategy can help to avoid significant down-
stream e-discovery costs.42

Second, while it is true that many U.S. laws and regulations lack clear and specific guidelines around 
deletion and disposal, some espouse the benefits of deleting data and most regulatory frameworks 
recommend that entities establish reasonable and appropriate measures for getting rid of infor-
mation. This includes the HIPAA Privacy and Security Rules discussed above. HHS has also released 
guidance43 for covered entities on rendering protected health information “unusable, unreadable, or 
indecipherable to unauthorized individuals” if one of two requirements is met: the first requirement 
is storing the data using an NIST-approved encryption process.44 The second requirement is that 
the equipment on which the PHI is stored has been cleared, purged, or destroyed in a manner con-
sistent with NIST’s media sanitization guidelines.45

The Gramm Leach Bliley Act’s Disposal Rule applies to individuals (such as a landlord), and small and 
large businesses (such as lenders and employers), that use consumer reports. The Rule requires 
entities to establish destruction policies and mechanisms that consider “the sensitivity of the 
information, the costs and benefits of different disposal methods, and changes in technology.”46 
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The Rule also asks entities to conduct due diligence when using an outside vendor for data disposal 
which might include requiring a vendor be certified by a trade association and/or reviewing an inde-
pendent audit of the company’s disposal policies and procedures.

These frameworks recognize the challenges inherent in data deletion, but they also offers compa-
nies considerable flexibility and leeway to pursue responsible data destruction programs or engage 
in third-party disposal options after appropriate due diligence.

Failing to enact a formal policy for data deletion may also leave a business vulnerable to general en-
forcement actions by the U.S. Federal Trade Commission (FTC). Data destruction policies frequently 
come under the Commission’s watchful eye.47 The agency has the ability to enforce against both un-
fair and deceptive trade practices as part of its consumer protection mission under Section 5 of the 
FTC Act, and it has directed considerable attention to monitoring how information is used across 
new technologies and business models.48 Targeted enforcement actions have been the FTC’s prin-
cipal mechanism for addressing industry behavior, including various efforts at transferring, selling, 
or disposing of information. 

The FTC may bring enforcement actions against companies that fail to comply with their own stat-
ed policies. It has also taken the position that failure to implement reasonable security measures is, 
by itself, an unfair business practice.49 The growing universe of data security enforcement actions 
provides a set of baseline data management practices, and companies trafficking in consumer data 
are wise to familiarize themselves with the FTC’s expectations.50

Finally, entities that collect information about European Union citizens must also be cognizant of the 
forthcoming General Data Protection Regulation (GDPR), which obligates data controllers (those 
processing and storing EU citizens’ data) to “erase personal data without undue delay” in a number 
of circumstances.51 While much of Article 17 focuses on the “Right to Be Forgotten,” it also suggests 
that companies must take reasonable steps which take into account costs and available technol-
ogies to erase personal information. The GDPR’s erasure right is not unlimited, but it is far more 
clearly defined than most American statutory data disposal requirements.

The cost of losing trust

While businesses will have seen big successes from widespread data retention, they may have also 
experienced a constant stream of smaller or less tangible costs. When considered collectively, this 
chips away at the economic argument for data retention.

The most significant and concrete legal risk of retention is that it leaves more data to be breached. 
Insecure database storage and targeted phishing attacks have resulted in many data breaches, 
which pushes security concerns from not only the devices, but to secure company retention and 
deletion practices as well. For example, entities in Washington state experienced data breaches 
between July 2015 and July 2016 of more than 450,000 total consumer records. The Washington 
Attorney General’s report states that cyberattacks constituted the largest share of the breaches, 
with a substantial number of breaches coming from unauthorized third-party or employee access. 

Data breaches have real costs for companies. A 2016 IBM/Ponemon study found that the average 
cost of data breach for companies this year was $4 million, with the loss or theft of sensitive or con-
fidential data reaching $158 per record.52 When breaches occur and are made public, companies are 
exposed to the possibility of multiple lawsuits from a host of entities including insurers, sharehold-
ers, government regulators, and consumers.53 They may also mark the end of company leadership, 

8



as was the case for Target’s CEO Gregg Steinhafel after the company’s massive 2014 data breach.54 

In addition, the true costs of a data breach are more than the dollar value of legal fees, payments 
to injured customers, and fines from regulators. Awareness of data incidents, let alone loss of data, 
damages consumer trust, and consumers have reported that they would be less likely to use that 
company’s products in the future should the company suffer such an attack.55 Maintaining consum-
er confidence may be especially important for companies entering the Internet of Things market, 
where they must ensure protection of traditional personal information such as names and pass-
words and new varieties of sensitive sensor data generated by in-home or in-car connected 
devices. 

Quality over quantity

The technical challenges to deletion are not without technical payoffs. First, the constant threat 
of attack is diminished when data is minimized, secured, and well-managed. Second, the future of 
analytics is in higher quality, not higher quantities, of data. The more data there is to wade through, 
the harder it becomes for companies to separate and extract quality data from “noise” -- one study 
found that most of the data held by companies is “redundant, obsolete, or trivial.”56 In some ways, 
the benefits of mass data collection are the heart of its most difficult challenges. Noted statisti-
cian Nate Silver has said that the misconception that massive datasets are intrinsically valuable is 
actually dangerous: it ignores the very real problem of interjecting human bias over neutral data, 
something commonly done to support arguments in areas like public health and politics.57

Finding the diamonds among the slurry in datasets without bias requires far more than analytics 
tools -- it requires objective systems of categorization and organization that assign relevance and 
value, and then systematically push out unnecessary data once it loses relevance or value. A Price-
waterhouseCoopers and Iron Mountain study found that 43 percent of companies are getting little 
actual value from their big-data holdings, with 23 percent getting none at all.58 This points to the 
problem of over-collection and retention, which makes it harder and more costly to derive value.59 

Storage costs also become non-negligible as companies grow. Despite the decrease in the phys-
ical costs of data storage, excessive data storage actually costs companies huge sums of money 
in terms of personnel time and technical infrastructure.60 Even with dwindling storage costs, one 
study found that companies are still spending a great deal of money -- an estimated $5 million per 
petabyte -- to retain old information.61 Unless a company paying for such expensive storage churns 
out a hugely profitable idea borne from it, they will end up with a net loss of revenue. 

Finally, productivity is hampered by efforts to implement software and train staff to sift through and 
analyze larger quantities of potentially useless or distracting data. Even when the data manage-
ment is outsourced to third parties that have extensive training in secure data storage and dispos-
al, these vendors must still be regularly and adequately monitored and audited, at a cost. This is 
compounded in complexity when there is a diverse set of data sources and types, as is the case in 
the IoT supply chain, with device manufacturers, software makers, and platforms all playing a role in 
managing and storing data. 

C:\>del … but how? 

There are different ways both to think about and to categorize how information is destroyed. The 
National Institute of Standards and Technology (NIST), for example, writes in terms of “sanitizing” 
information, such that access to data is rendered infeasible based on certain degrees of effort.62 
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The benefit of overwriting is that it allows entities both to repurpose and 
reuse drives and protect consumers via the same data destruction strategy. 
Moreover, overwriting can be done via software and deployed selectively, 
making it a relatively easy and cost-effective option.68

However, overwriting is not a data deletion panacea. For one, overwriting 
cannot be used where devices are damaged or non-rewritable, and it may 
not completely address all areas of a device where information is stored.69

 It can be particularly challenging to effectively overwrite flash-based 
storage media.70

Overwriting can also be time-intensive. Overwriting a large-capacity drive 
can be a lengthy process, and this is compounded by the fact that experts 
disagree on how many times data must be overwritten in order to be suc-
cessfully destroyed. Some believe that government agencies can recover 
data that has been overwritten multiple times, but research also suggests 
that one overwrite is sufficient to sanitize most drives.71
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US-CERT (Computer Emergency Readiness Team)

 Soft Deletion
Basic “deletion” operations do not remove information. When a file is 
deleted from a personal computer, what really gets removed is the pointer 
to the sector of the disk where the file exists. This sort of file de-indexing 
simply frees up the space available to a file system to store new informa-
tion, but the deleted file’s content is still there until it is explicitly overwrit-
ten. Average users, both consumers and employees, frequently believe 
that a file’s content is erased when the file name has been deleted.65

 Overwriting Overwriting is a method for destroying digital data. In the most basic 
terms, overwriting works to place new information in place of the data 
sought to be destroyed, erasing from existence the previous data values. 
Different methods work in a similar manner but use different implemen-
tations. For example, the Write Zero method overwrites data with a series 
of zeros, while Random Data uses random characters.66 More complicated 
processes like the Schneier method use a combination of multiple passes 
of random characters as well as zeros and ones.67

NIST defines data destruction as a process that renders paper records unreadable and, more 
importantly, digital data irretrievable. It results in electronic information that is forgotten, erased, 
deleted, completely or reliably removed, purged, sanitized, revoked, or destroyed.63

In the most basic terms, there are three general ways to remove information from an electronic 
device: deleting, overwriting, and physically destroying the drives or infrastructure holding in-
formation.64  Within these broad categories, however, are a number techniques and variations of 
those techniques that work to ensure information is irretrievable and unrecoverable.



Information disposal can also be facilitated through the use of encryption. Once data is encrypted 
and the encryption keys are erased, the information is rendered irretrievable.75 After destroying an 
encryption key, this kind of “deletion-by-encryption” works to effectively make information irre-
trievable to undesired parties, a method that is increasingly viewed as viable for protecting infor-
mation in cloud-based environments.76

Storage matters

The methods in which data is retained is a factor in determining whether or how it might be man-
aged, secured, and eventually destroyed. For most business applications, data is stored either 
locally or remotely for quick access, for instance on storage area networks (SANs) or network-at-
tached storage (NAS).77 

New approaches to storage and processing technology may also offer some solutions to miti-
gating the risks associated with holding massive amounts of data. Rather than retaining data and 
sending it for processing to large data centers, “fog” or “edge” computing pushes data processing 
away from centralized data centers to devices like smartphones and laptops. The ability to send 
sensor data to a smartphone using the phone’s computing processing capabilities allows much 
more rapid feedback than transmitting data through a phone and then to a central processing 
location. In IoT devices like fitness trackers, the movement from the core to the edge of the net-
work could help ameliorate the processing bottleneck that occurs when data is transmitted from 
devices using cellular service to central databases. Another key benefit of edge computing is that it 
minimizes the amount of data a company needs to wrangle, retain, and record, reducing the stor-
age costs, privacy and security risks, and potential legal liability. Edge computing also allows com-
panies to save money by not wasting resources on transferring every bit of data -- including data 
that cannot be monetized -- to central servers for processing. By reducing the strain on valuable 
network and storage resources, companies can focus on sending useful data to servers, rather 
than being forced to transmit less useful, noisy data. 	

Cloud storage is a common choice for many businesses because it can provide comparable func-
tionality to traditional databases, but tends to be cheaper and more reliable.78 To manage or re-
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NIST’s 2006 Media Sanitization Guidelines72 explain that “clearing” is a level 
of media sanitization that “does not allow information to be retrieved by 
data, disk, or file recovery utilities.” Overwriting is described as a an ac-
ceptable method for clearing media.73

NIST also describes methods appropriate for “purging” data from a system 
or storage device with the intent that data not be reconstructed by labora-
tory techniques. In many respects, the terms “clearing” and “purging” have 
converged.74

 Physical 
 Destruction

Physical destruction of storage media is the most extreme method to 
ensure information is irrecoverable. Specialized services can disintegrate, 
burn, melt, or pulverize devices and drives. Magnetic drives can also be 
degaussed, which involves applying a strong magnetic field to a drive to 
eliminate the data stored on the disk. Unfortunately, while physical de-
struction can work to make logical information impossible to retrieve, the 
physical matter on which the data existed is also utterly destroyed, render-
ing storage drives unusable in the future.



duce data, some cloud service vendors provide clients with data sharding options. Sharding is 
the process of obscuring specific data by partitioning multiple tables with fewer rows and hosting 
each portion of the database on separate servers to spread load across many machines. Vertical 
sharding, the splitting of databases by column rather than row, can be used to separate types of 
information (for example, names from credit card numbers) to ensure that data security is main-
tained and sensitive information is not exposed.79 The advantage of sharding is that it partitions 
data sets into smaller chunks across multiple storage devices, allowing datasets to be securely 
stored with more flexibility80 and more search efficiency.

Archiving is a longer-term form of data storage that can reduce data loads by improving storage 
efficiency. Archives are specialized repositories used to preserve, control, maintain authenticity 
and integrity, accommodate physical and logical migration, and guarantee access to information 
and data objects over their required retention period. Data backups, which are sometimes used 
instead of archiving, provide some redundancy and reliability for short-term data uses but are of-
ten overwritten as critical reliability needs fade. Archiving, on the other hand, is focused on infor-
mation retrieval at the file level once pieces of information in the file stop changing and need to be 
accessed much less frequently.

Regardless of the remote storage methods they use, businesses should ask storage vendors 
about their deletion and destruction policies and practices in order to properly ensure remote 
data is minimized and destroyed with as much fidelity as data stored locally. 

IV.  Recommendations

There is currently a lack of guidance for companies on effective data retention and destruction 
best practices that consider data value, company risk, and legal liability. Below, we make recom-
mendations on the strategic, policy, and technical approaches companies might take to reduce 
their risk and liability, assess the value of their data holdings, and determine when and how to 
minimize, dispose of, and hold onto data.

In general, the principles of Privacy by Design (PbD)81 offer some direction for companies. Data 
deletion is a key component in implementing a PbD strategy throughout a company’s policies and 
practices. PbD says that companies should promote privacy throughout their organization and 
at every stage in the development of new products and services, and should maintain compre-
hensive data management procedures throughout the lifecycle of their products and services.82 
Embracing a PbD approach might also be useful for businesses facing increased regulation and 
privacy compliance challenges. The FTC’s enforcement strategy is informed by the notion of PbD 
and compliance with the EU’s General Data Protection Regulation, coming into effect in 2018, 
which will almost certainly require some form of PbD. 

The following recommendations are intended to provide companies with actionable guidance 
for data management with a focus on disposal and responsible storage of data. 

Audit data holdings to determine how much of stored data is adding value, such as generating 
revenue, to the company. 

	 Implement a system for categorizing the value of data, based on specific uses for 
	 information. 

Articulate the actual value for each data types by applying a specific use case for it. 
Consider whether data has real or potential value. 12



Automated systems for categorizing data may be helpful for administrators because 
they perform quick evaluations of key markers of data value, such as when it was creat-
ed, what type of data it is, and the number of times it has been accessed, and use this to 
organize and index the data.
Hire or include a Data Archivist at the start of auditing data holdings. Because of their 
training in analytics and preservation techniques, data archivists offer valuable per-
spective to companies as they seek to build sustainable data management policies and 
protocols.

 	 Review how often data has been accessed or used by the company.
Criteria for disposal might include data that has not been accessed in a considered peri-
od of time,83 data that is redundant, short-term reference files, orphaned files, outdat-
ed drafts, technical duplicates84 and data owned by employees that are no longer with 
the company. 

	 Determine sensitivity of data types. 
Most data can be categorized in terms of its value to the company and relative to its 
sensitivity (i.e., confidential, highly sensitive, sensitive, not sensitive, and public).
Review the 18 categories of sensitive identifiers in the HIPAA “Safe Harbor” method for 
de-identification.85

Review state data breach notification laws for particular categories of information that 
raise concerns. While there is no uniform definition of what constitutes sensitive data, 
many very different data types may be considered sensitive depending upon jurisdic-
tion.86

Review methods of categorization developed by researchers handling privacy-sensi-
tive data, such as DataTags, an open source tool born out of Harvard University’s Berk-
man Klein Center for Internet and Society.87

Data managers should create a formal policy that details what the company considers 
sensitive and non-sensitive data.

Create and implement formal retention and destruction policies over the life cycle of data.88

	 Based on the audit, data managers should then create a formal policy that details company 
	 mandates for removal or disposal of different data types.

Create a system that deploys the categories created by an audit of the data holdings to 
schedule deletion dates for the categories of data based on datasets not being ac-
cessed for certain periods of time.
Deletion requests should also be logged so regular audits of deletion practices can 
be performed and provide a basis for companies to modify their deletion schedules as 
needed.

	 Consider which software or technical approach is needed (or which vendor) to protect the 
	 privacy and security of the types of data held by the company, and determine the levels of 
	 destruction needed for each data type.

Apply technical approaches, such as edge computing or differential privacy, to data-
sets. Complete anonymization is difficult to achieve and de-identification should not be 
relied upon as the sole method of data obfuscation.
Create a data life cycle that includes requirements for the regular disposal of unneces-
sary data.
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	 Apply methods such as data archiving or encryption for data that is considered to have 
	 long-term value.

Highly sensitive data may warrant stronger data destruction methods that will render 
the data completely irretrievable or inaccessible while less sensitive data may call for 
overwriting89 or other less rigorous forms of deletion. 

	 Enable data minimization. 
Companies must take steps to limit the amount of consumer data collected, shared, 
and stored. Data minimization pairs well with a deletion policy to ensure that data is 
kept for the minimum amount of time necessary to extract its business value before 
deleting it. Consider what the business need is for the data being collected and use it 
only for its stated purpose, then securely delete data once it outlives its usefulness. 

Use deletion-by-encryption for all data holdings at rest and in transit, regardless of sensitivity. 

	 Review and implement the encryption requirements of the Massachusetts information 
	 security regulation, which is generally offered as a data management baseline for protect-
	 ing personal information.90 

NIST offers a guide on encrypted storage technologies that includes several useful stan-
dards for different contexts, including full disk encryption, virtual disk encryption, as well 
as individual file or folder encryption and includes guidance on steps to design and deploy 
cryptographic solutions.91

	 When possible, offer users the option to “delete” their data by encrypting it and securely 
	 destroying the encryption key. 

Reduce access to data internally and externally. 

	 Train and educate company staff. 
Many data breaches have occurred because of simple mistakes made by employees in 
data storage, security, and destruction. Companies should educate their staff about 
disposal, destruction, and retention management policies. Training should be tailored 
to different job functions, with a combination of information that is digestible to aver-
age employees and more sophisticated instruction to employees with technical exper-
tise/responsibilities. 
Add or include a data archivist to different teams across the company, particularly in 
areas tasked with managing large amounts of data.

	

	 Solicit diverse internal stakeholder input on data retention and disposal compliance. 
Effective legal compliance generally requires input and buy-in from across an organi-
zation, but data security and privacy compliance is especially fraught with technical 
complexities. The manner in which data is categorized, inventoried, and ultimately 
destroyed may vary from department to department. Representatives from across dif-
ferent business units, particularly IT, HR, and legal, should participate in order to provide 
insight into how company systems operate, what information is being created, and how 
retention and disposal guidelines can be deployed to comply with applicable law. 

	

	 Require third-party vendors to destroy any potentially identifiable information (and all cop-
	 ies) once its business purpose is complete.

Companies using cloud-based storage should make sure their vendors have the net-
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work and data security expertise to securely manage data flows. If possible, use a cloud 
provider that has data sharding options. 
Include a provision in third party contracts requiring confirmation that data has been 
appropriately deleted as a part of basic auditing and monitoring obligations.

When using a federated database management system, it is possible to segregate sen-
sitive data into different databases and create hashed identifiers for data as it is added to 
each database to make it more difficult to link data across datasets without a proper access 
request.92

To delete data, implement a two-stage process that begins by revoking access per-
missions for data that has reached its expiration date, then review and purge data that 
meets established deletion criteria.
If possible, create a default setting that automatically disposes of newly-created data-
sets once they are not in use, unless the querying employee has a specific justification 
for maintaining a copy of the data. 

IV.  Conclusion

From massive breaches to fear of litigation and rising costs of e-discovery, the urge to collect and 
retain large amounts of data in the hopes of squeezing value out of it has been tempered by evi-
dence that holding data can actively work against a company’s interest. 

A key solution to reducing data stores is the application of data management policies and emerg-
ing technology techniques that reduce data holdings. Data deletion works to protect individuals’ 
privacy and security, and it helps organizations save resources that would otherwise be spent 
hosting information without significant value. Though businesses suffer compliance costs and 
damage to their reputation when data is breached or otherwise exposed, it is also incumbent on 
companies to also consider the effects on their customers; individuals may experience conse-
quences such as identity theft, reputation damage, embarrassment, and public ridicule.93 Lengthy 
data retention periods support the idea that information can never be deleted, which can have a 
chilling effect on free expression and individual autonomy.94

Ultimately, data management policies and procedures that include retention and deletion strat-
egies provide a platform for improving the overall sustainability of a company, allowing it to make 
faster and more efficient decisions about products and services. Data deletion should be part of 
every company’s data management tool kit.

V.  Addendum

Below we offer examples of how legal mandates differ in their approaches to data deletion, includ-
ing a review of FTC cases related to deletion and retention policies and practices. We also provide 
a closer look at how security risks in IoT devices might be mitigated through data deletion.
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When a given dataset falls under different legal mandates, creating procedures and policies 
for proper disposal and deletion can be challenging or confusing. For example, the Children’s 
Online Privacy Protection Act (COPPA) and the Family Educational Rights and Privacy Act 
(FERPA) touch on different types of data produced by school-age children, though FERPA 
applies to students’ “educational records” while COPPA covers a vast array of personal in-
formation, including technical identifiers, collected from children under the age of thirteen.95 
Different rights also attach to each law, and they address getting rid of data differently.

Sectoral Highlights

COPPA requires companies to establish reasonable data retention and deletion procedures. 
But the FTC, which is primarily responsible for enforcing COPPA, provides limited detail into 
what these procedures might entail. When the FTC updated its COPPA Rule in 2013, it ex-
plained that its choice of language that operators maintain children’s information “for only as 
long as is reasonably necessary” and deploy “reasonable measures” to dispose of children’s 
information was designed to avoid “rigidity” and permit companies to determine their own 
data retention and destruction practices, as well as their own data deletion capabilities.96

The Commission expressed the hope that the COPPA Rule would encourage companies to 
give further thought to data destruction by requiring entities to anticipate the reasonable 
lifetime of data and apply the same security protections to data destruction as to its initial 
collection and storage.97

Deletion in COPPA
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The U.S. Department of Education has said that FERPA does not require entities to destroy 
education records as part of regular business.98 Many local jurisdictions actually require 
lengthy retention periods for certain information in order to measure student attendance, 
graduation rates, and perform statewide analytics and academic achievement measure-
ments. The Department recognizes that local schools and districts often elect to establish 
their own record retention policies, time frames, and destruction policies in order to minimize 
IT costs and reduce the chance of disclosure of sensitive information.99

Deletion in FERPA

The Federal Trade Commission (FTC) has long promoted data minimization as a core priva-
cy-protecting practice. The agency encourages companies to examine their data practices 
and business needs in order to develop policies that impose reasonable limits on the collection 
and retention of data and ensure data is disposed of once it is no longer needed.100 Failure to 
responsibly dispose of data once it is no use to an organization leaves companies vulnerable to 
enforcement actions by the FTC, and the Commission’s existing history of privacy and security 
enforcement work provides some basic lessons in data destruction.

FTC Action  Highlights
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The FTC has brought a number of major enforcement actions against companies for tossing 
sensitive information into dumpsters,101 and its first action pursuant to the Disposal Rule in 
2008 came against a mortgage company that left hundreds of documents in an unsecured 
dumpster in open trash bags.102 The FTC has also brought enforcement actions against com-
panies for selling surplus hard drives and computer equipment without sufficiently deleting 
data first, exposing the sensitive information of some 34,000 customers.103

The FTC has brought actions against companies for failing to secure information on drives 
when in transit. Cases have been brought against companies whose employees’ negligence 
resulted in the theft of devices, such as laptops, backup tapes, and external hard drives con-
taining sensitive information, from the employees’ cars.104

From Low-Tech Dumpster Diving to Securing Digital Drives

The FTC has also played an active role in regulating the use and disposal of consumer reports 
under the Fair and Accurate Credit Transactions Act (FACTA) and earlier Fair Credit Reporting 
Act (FCRA). Under FACTA, the FTC promulgated a Disposal Rule that addresses some of the 
privacy and security risks that can arise from haphazard disposal of consumer reports, and 
it requires companies to take “appropriate measures to dispose of sensitive information” 
found in the consumer reports they use.105 It applies to anyone who uses consumer reports, 
including employers, landlords, and lenders and insurers. However, the Disposal Rule’s stan-
dards permit companies and individuals to determine their disposal measures based on a 
combination of “the sensitivity of the information, the costs and benefits of different disposal 
methods, and changes in technology.” 106 This could include burning, pulverizing, or shredding 
physical documents, which is straightforward enough, but recommendations that electronic 
media be destroyed or erased may be less helpful.

The FTC’s Data Disposal Rule for Consumer Reports

BJ’s Wholesale Club collected customer credit and debit card information to process retail 
transactions, and then stored this information for days after any sale was complete. After 
hackers stole account data and used it to make counterfeit payment cards, the FTC brought 
an action arguing that the company’s retention policy not only violated banking rules, but also 
created an unreasonable risk to consumers by holding onto information absent a legitimate 
business need.107 

Encouraging Data Minimization to Avoid Unreasonable Risks

In 2016, the FTC settled allegations against the adult dating website, Ashley Madison, that it 
not only failed to protect account information but that the site failed to delete account in-
formation in response to user requests.108 While Ashley Madison offered a basic deactivation 
option, the company promised individuals that its system was “100% secure” because users 
could delete their “digital trail.” 109 It marketed a $19 “Full Delete” feature that promised a way 
for customers to remove their profiles from Ashley Madison entirely, removing profiles and 
messages as well as site usage history and other personally identifiable information.110 The 
FTC charged that this information was frequently not removed from the site’s internal sys-
tems and that consumers were informed after paying for the “Full Delete” that certain infor-
mation could still be retained for six to twelve months.111As part of a settlement with the FTC, 
numerous state attorneys general, and several foreign privacy regulators, Ashley Madison 
was forced to pay a $1.6 million dollar fee and prohibited from misrepresenting the terms and 
conditions for deleting user information.

False Promises Around Data Deletion
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RadioShack attempted to sell consumers’ names, addresses, email addresses, and purchase 
histories to pay its debts, and the FTC intervened to note that this proposed sale ran counter 
to several promises made to consumers by RadioShack in its privacy policy.112

The agency recommended a series of conditions be placed on the sale of such informational 
assets. Specifically:
•	 Customer information had to be bundled with other assets and not sold individually as a 

standalone asset;
•	 Customer information must be sold only to another company in substantially the same 

line of business -- and the buyer needed to agree to be bound by Radioshack’s existing 
privacy policies.

•	 Before customer data could be used by the buyer in a materially different way than that 
described by Radioshack’s privacy policy, the buyer would need to provide notice and ob-
tain affirmative consent from Radioshack’s customers.113

Mergers and Acquisitions

Deletion to reduce security risks in the IoT

In the IoT, a data deletion policy and responsible data stewardship program can mitigate 
some security risks to companies and consumers. Security risks facing IoT manufacturers and 
vendors stem, in part, from the amount and type of data collected, and how this data is trans-
ferred and stored. 

The security of the device itself is paramount. Two key security concerns are the theft of the 
device resulting in unauthorized access of data and a breach of local wireless communication 
protocols like Bluetooth to access the device owner’s information. In conjunction with data 
minimization and ongoing removal of non-valuable data, companies should give customers 
the ability to automatically delete their information from a device, especially if the device is 
stolen, and make them aware of ways to protect the security of their device. To address the 
insecurity of wireless communications, IoT companies should use the guidelines developed 
by NIST on implementing secure Bluetooth technology.114

Attacks on the data held by an IoT company itself is another vector of insecurity that may be 
mitigated by deletion policies that include encryption. IoT companies may have data that is 
highly sensitive, such as information about a user’s habits in their home, and may have mul-
tiple connections to other devices or apps. When customer information lives in centralized 
databases, it can be accessible by employees, which subjects the company to attacks should 
authorized employee login credentials be improperly disclosed through phishing or other 
attacks. 

In 2014, eBay experienced a data breach wherein hackers gained access to and copied parts 
of a database that housed 145 million customer records, including customer passwords, email 
addresses, birth dates, mailing addresses, among other information.115 Luckily, the passwords 
were stored in an encrypted format, making the information extremely difficult for the hack-
ers to convert into usable information. Deletion-by-encryption is a valuable tool for IoT com-
panies to protect against data breaches and the resulting costs and harm to consumers and 
brand; encrypting data stored in central servers and using secure protocols to transfer data 
to be stored for later use are two critical ways to render data useless for hackers. Encryption 
should be a part of a responsible data stewardship program, which begins with establishing a 
data life cycle that details retention and destruction policies.
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